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Natural reduction of Ukraine’s population: Regional dimensions
of the national threat

MyrosrLaAv DNISTRIANSKYT!, J6zser MOLNAR? and Iryna CHAIK A3

Abstract

A significant decline in Ukraine’s population is mainly due to its natural decrease, which began in the 1970s and
1980s in the rural areas and had been determined by the objective trends in demographic transition, the inertia
effect of the demographic losses in the past and the social policy of the political regime at that time. Likewise,
the social and economic crisis of the 1990s deepened the depopulation processes. In the present research, cor-
relation analysis demonstrated a relationship between the current dimensions of natural population decline
and a number of socio-demographic factors (proportion of the rural population, mean age of the population,
divorce rate and the mean age at first marriage). In recent years, the effects of the demographic crisis have
been particularly acute in North-eastern and Central Ukraine, due to the deepening disproportions in the age
and sex structures of the population. However, in the capital of Ukraine, Kyiv, and in some western regions,
the natural decrease in population is less acute because of more balanced social and demographic indicators.
Although religious and ethnic factors contribute to some extent to greater natural population growth, especially
in the western and south-western regions, their impact on the processes of population reproduction in Ukraine
is generally not significant. To sum up, in order to stop natural population decline in Ukraine, it is important
to ensure more favourable conditions for demographic development in the economic, social, informational
and cultural spheres of society. Furthermore, in areas of acute demographic crisis, it is important to raise the
issue of rural reconstruction involving a variety of organisational and economic mechanisms.

Keywords: natural population decline, depopulation, demographic transition, demographic crisis, age struc-
ture, birth rate, death rate, Ukraine

Received July 2021, accepted October 2021

Introduction sition (SDT) (Van pe Kaa, D.J. 2002). How-

ever, while in most Central and Eastern Eu-

The ongoing population decline since the be-  ropean countries population decline has been

ginning of the 21* century is characteristic of
all the post-Soviet states of Central and East-
ern Europe (SkryzHEVsKa, Y. and KARACsONYI,
D. 2012). Some authors even consider the pro-
cess of depopulation that developed countries
have experienced in recent decades a global
direction in the demographic development of
society, the so-called Second Demographic Tran-

primarily attributed to the negative balance
of external migration, the main factor in the
significant reduction of the demographic po-
tential of Ukraine and most of its regions has
been depopulation. The population decline is,
thus, due to a negative natural increase, rate
which is so substantial that it already poses a
national threat.
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According to official statistical bodies,
from 1993, when the first decrease in the pop-
ulation of Ukraine was recorded, to 2020 the
population of Ukraine decreased by 10.342
million people (19.8%). In the same period,
the loss of population due to a negative mi-
gration balance was 1.221 million people, i.e.
about 11.8 percent of the total population de-
cline. Meanwhile, natural decrease resulted
in a decline of 9.121 million between 1993
and 2020, i.e. an average of more than 330,000
people annually. As a result of its declining
population, Ukraine dropped in the World
Population Ranking from the 22" place at
the beginning of the 1990s to the current 35%
place.

However, the actual migration losses are
larger and therefore the general population
demographic losses also, because a signifi-
cant part of Ukrainian migrant workers while
still retaining Ukrainian citizenship, became
permanent residents in the countries that had
provided employment to them. Such a critical
demographic situation poses a real nationwide
threat of an increase in negative socio-political
and economic consequences, such as ageing,
declining human resources, a growing eco-
nomic burden on working age people, declin-
ing rural settlements and their gradual disap-
pearance in some regions.

Since depopulation in Ukraine is signifi-
cantly differentiated by regions, and given
the general negative trends, the demographic
situation is particularly critical in some areas
whereas in others it is more favourable due
to different natural, historical and geographi-
cal, socio-economic and ethno-geographical
conditions. Therefore, determining the role of
various factors in natural population decline
in Ukraine is first of all an important cognitive
problem and an opportunity to understand the
mechanisms of demographic development in
the post-Soviet space in general. Nonetheless,
identifying the causes, consequences and re-
gional differences of depopulation in Ukraine
may serve as an information basis for a demo-
graphic policy aimed at addressing various
impacts of the demographic crisis and balanc-
ing regional demographic trends.

Scientific considerations of population
decline

The analysis of the demographic situation in
Ukraine should be considered in the context
of demographic development in other coun-
tries as well as with regard to different meth-
odological approaches to their assessment. In
particular, in order to understand the prob-
lems of population ageing in Ukraine, it is im-
portant to analyse the processes of age struc-
ture change of the US population in the con-
text of social problems which was dealt with
in the studies of BRown, D.L. and GrasGow,
N. (2012) and KuLcsAr, L.J. (2019). In these
works, the authors emphasise the relation-
ship between a low employment rate, social
infrastructure and population ageing. Like-
wise, CuamrioN, T.G. and SHEPHERD, ]. (2006)
consider the objectivity of the preconditions
for the decrease of the rural population in
Great Britain. Furthermore, the dependence
of age structure change in the context of vari-
ous aspects of employment is revealed in the
works of StockpALE, E. (2011). In addition, he
draws attention to some positive aspects of
population ageing, such as increasing social
activity in such an environment. However,
the most heated discussions about depopu-
lation are being conducted among Russian
demographers, since a number of experts —
e.g. Visunevskir, A.G. (2005), etc. — reasonably
emphasise the processes of natural popula-
tion decline in view of industrialisation and
urbanisation. Other authors (e.g. LEvasnov,
V.I. and Staroverov, V.I. 2000), however, see
the causes of population decline exclusively
in the contradictions of the social, political
and economic transformations that have tak-
en place in Russia over the past thirty years.
This is, however, a biased approach. At the
same time, Polish demographic analysis fo-
cuses on the impact of the migration of Pol-
ish youth on depopulation in Poland and its
geography, primarily in rural areas, (BANsk1,
J. and Wesorowska, M. 2020).

The demographic crisis in Ukraine has
caused a significant resonance, primarily
among Ukrainian academics and scientists.
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This is especially true of the scholarly works
of academic researchers such as RoHozHIN,
O.H. (2004), Terets, V.M. (2009), SHVYDKA,
H.Y. and Suevcuuk, P.Y. (2009), GLaDUN,
O.M. (2013), LiBanova, E.M. (2014), and
others who emphasise the social and eco-
nomic aspects of the demographic crisis. A
geographical analysis of the demographic
processes underlying the crisis of popula-
tion reproduction especially in relation to
its ageing and increasing mortality, pre-
sented by regions of Ukraine, was carried
out by MeLNvYK, 1. (2012), Yavorska, V.V.
(2015), and YELIsEYEVA, L. (2015). Further,
Dzuaman, V.O. (1998), BaArRanovskyl, M.
(2009), Senma, K. (2009), Hupzeryaxk, LI
(2011), Porucuynska, 1. (2014), and others
carried out research in individual regions.
As most of these studies were conducted at
the level of individual regions, it was not
possible to fully reproduce the problem of
depopulation on a nationwide scale.

The seriousness of the demographic cri-
sis in Ukraine has also been highlighted
in the publications of foreign authors (e.g.
Rowranp, R.H. 2004). However, few publi-
cations in English devoted to rural depopu-
lation in Ukraine have been published. The
study by SkryzaEVsKa, Y. and KarAcsonyr,
D. (2012) analysed major trends and regional
variations in Ukraine’s rural population de-
cline, as well as the problems of rural areas
that have been affected by the demographic
crisis. In addition, it attempted to provide
recommendations that would help revital-
ise rural areas. Still, the available academic
literature does not make it possible to cre-
ate a holistic image of the formation and re-
production processes of natural population
decline in Ukraine, as a number of issues in
understanding the problem have remained
unresolved. These are, in particular: 1) lack
of conceptual explanation of regional demo-
geographic differences, including the emer-
gence of negative demographic trends in the
north-eastern regions of Ukraine; 2) not all
socio-cultural mechanisms of depopulation
have been investigated, no interdependence
of demographic and social indicators has

been revealed; 3) ethno-demographic and
some territorial and political aspects of the
problem have not been covered.

Given the lack of knowledge in the field
of natural population decline in Ukraine,
the purpose of this study is to identify trends
in the genesis and evolution of this demo-
graphic phenomenon, determine the main
mechanisms of its reproduction in the con-
text of modern socio-economic conditions
and identify practical opportunities to thwart
some negative demographic trends. In order
to accomplish the set goals, the following tasks
shall be addressed: 1) determine the historical
and geographical trends in the reproduction
processes for the population of Ukraine over
the past 50 years; 2) identify modern socio-de-
mographic relationships and interdependen-
cies in the process of natural reduction, their
socio-political significance, as well as allocat-
ing areas of demographic disaster and areas
with a relatively favourable demographic sit-
uation; 3) substantiating perspective variants
of regional policy in the demographic sphere,
which would contribute to a certain improve-
ment of the demographic situation.

Conceptual and methodological
frameworks

The present study is based on the theory of
demographic transition that emphasises the
objectivity of moving away from the tradi-
tions of a large family and natural population
decline in the process of industrialisation and
urbanisation. A working hypothesis of the
study is also the statement that the emergence
and spread of depopulation in Ukraine with-
in the command-administrative system was
influenced by some features of the then state
policy, whereas in transition economies the
process of deepening population decline oc-
curred under the influence of socio-economic
uncertainty. Based on these methodological
principles, the following sequence of research
steps was executed: 1) in order to identify the
origins of depopulation, a historical and geo-
graphical analysis of natural growth decline
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in the regions of Ukraine in the second half
of the twentieth century was carried out; 2) a
structural and functional analysis of the cur-
rent demographic situation in Ukraine was
conducted using correlation analysis to deter-
mine the system of relationships in modern
socio-demographic relations; 3) the areas of
critical demographic situation at mid-level
administrative units were identified by
means of the cartographic method; 4) using
a promising approach, proposals to halt the
processes of natural population decrease in
the context of socio-economic development
in Ukraine were substantiated.

Pearson’s parametric coefficient of correla-
tion was used to identify the relationships
between natural increase values and other
social indicators according to paragraph
2. The precondition for its use has been
the normal distribution of variables. The
Kolmogorov-Smirnov tests demonstrate no
difference from normal at 95 percent confi-
dence level in the majority of these indica-
tors, except for marriage, GRP per capita and
migration balance (but at a 99% confidence
level their distribution does not differ from
normal either). Consequently, the use of
Pearson’s correlation coefficient is valid.

Correlation analysis found significant 95
percent direct and inverse relationships be-
tween natural increase and various socioeco-
nomic indicators. The detected correlation
may be an indicator of the existing causal re-
lationships between the phenomena, though
it may indicate dependence of the phenomena
under analysis on some common factor. To
avoid redundancy (repeated consideration
of the same factors due to the interdepend-
ence of factors), a multiple regression analysis
was performed using the SPSS program. The
influence of factors such as, mean age of the
population, number of marriages (per 1,000
people), mean age at first marriage (for both
men and women respectively), rate of divorc-
es, proportion of the rural population, propor-
tion of females in total population, proportion
of Ukrainians and Russians in total popula-
tion, percentage of working-age women (15-
64 years) in total female population on birth

and death rates as well as on natural increase
was analysed. In addition, the impact of the
number of arrivals, departures and migra-
tion balance (per 10,000 people), the number
of students of higher education institutions
(per 1,000 people), gross regional product
(GRP) per capita, average monthly income
of household members and average monthly
household expenditures were also considered.
Data of the regions of Ukraine and the city
of Kyiv for the year 2019, except for the fully
or partially occupied Crimea, Donetsk and
Luhansk regions, a total of 23 administrative
units were used for the analysis.

Main results of the research

Europe’s most developed countries aban-
doned the traditionally large family model be-
fore World War II. This process was associated
with cultural and attitudinal changes in the
midst of rapid industrial development, urbani-
sation and education of the population. Such
trends led, on the one hand, to a sharp decline
in birth rates and to a reduction in mortality
on the other. Following the post-WW?2 baby
boom, the processes of declining birth rates
resumed, laying the groundwork for the up-
coming fall in reproduction in these countries.

When, where and why did depopulation begin
in Ukraine?

Ukraine’s demographic development in the
early second half of the 20™ century generally
corresponded to European trends with re-
gard to declining natural growth. Yet, it had
its differences, which were due to the greater
influence of traditional views on the family
and the peculiarities of the socio-demograph-
ic policy of the then USSR. Thus, it can be
stated that based on a gradual and steady
decrease in birth rates (from 20.5%. in 1960
to 15.1%o in 1975) and natural increase (from
13.6%o in 1960 to 5.1%o in 1975) (The popu-
lation of USSR 1988. Statistical Yearbook
1989), Ukraine underwent, like other Euro-
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pean countries, a new stage of demographic
transition toward a shrinking reproduction.

The ongoing processes in Ukraine had, nev-
ertheless, specific features related to the de-
mographic losses of the past and the then state
policy. In particular, state policy promoted ar-
tificial urbanisation and a negative ideological
attitude to rural areas, which had been seen as
a source of socio-political conservatism. As a
result, most rural settlements were declared
unpromising (GLapun, O.M. 2013). SHvYDKa,
H.Y. and SuevcHuk, P.Y. (2009), in their analy-
sis of the influence of previous age cohorts on
the sex and age structure of the population,
determined the significant changes in the pop-
ulation structure of Ukraine which had been
caused by the two world wars, forced collec-
tivisation and the famines of 1932-1933 and
1946-1947. Similarly, the historian Kovrak,
L.V. (2010) states that, as a result of the expand-
ing and resettlement campaign forcibly carried
out by the state, out of the 58.5 thousand farms
in Ukraine in the 1960s, only 8.4 thousand sur-
vived. Therefore, a retrospective reflection on
the annual indicators of natural increase in
Ukraine’s rural and urban areas testifies that
it was in rural areas where the process of de-
population began in the 1970s and 1980s. This
is evidenced by the fact that the rate of natu-
ral increase in rural areas of Ukraine has been
negative since 1979 (The population of USSR
1988. Statistical Yearbook 1989). According
to KarAcsonyi, D. et al. (2014), the 1960s and
1970s witnessed the mass resettlement of the
rural population in cities, which resulted in an
annual increase of half a million in the popula-
tion of the block of flats-cities (“Khrushchovka-
cities”). The rural areas experienced a fall in
population, first caused by emigration, then
— from the 1970s onwards — by the low natural
increase rate of an ageing society.

In regional terms, depopulation processes
in rural areas began in North-eastern Ukraine
(Chernihiv, Sumy, Poltava regions), in territo-
ries located in the area of influence of the larg-
est cities of the country — Kyiv and Kharkiv.
The economic opportunities and relatively
well-developed infrastructure of these cities
attracted the young rural population, which

had been dissatisfied with the socio-economic
living conditions in the then Ukrainian vil-
lage. Meanwhile, mass migrations of young
people from these regions to cities caused a
steady ageing of the rural population and a
decrease in natural growth. This first occurred
in the villages of Chernihiv, Sumy, Poltava
regions and later in the neighbouring regions.
Against that backdrop in 1980, when the av-
erage natural growth rate of the rural popu-
lation in Ukraine was -0.7 per thousand, in
the Chernihiv region it dropped to -7.6 per
thousand, in Sumy to -7.5 per thousand, and
in Poltava to -7.3 per thousand (The national
economy of the Ukrainian SSR in 1990, 1991).
Thus, the excessive focus of economic de-
velopment policy on large urban centres, in
combination with unfavourable social and
living conditions of rural areas caused large
disparities in the age structure of residents of
large cities and rural areas in the north-east-
ern and central regions. The decline in natural
growth rates in these regions was influenced
by the indirect demographic losses of rural
areas stemming from the 1932-1933 famine
(Levcruk, N.M. et al. 2015) as well as by the
state policy, which encouraged the younger
population to leave for the eastern regions
of the former USSR to raise their economy.
Meanwhile, migrants from rural areas faced
housing and other social problems in the ma-
jor cities, so under the pressure of domestic
problems and urban lifestyles, they switched
to the “one family — one child” model. As a
result, in rural areas, where the traditions of
the large family had been retained, the age
structure did not promote simple or extended
reproduction, whilst in large cities a socio-
psychological transition to narrow reproduc-
tion was already underway (DNISTRIANSKYI,
M.S. 2012).

In consequence of the negative demograph-
ic transformations of the 1970s, by 1980 the co-
efficient of natural growth of the whole pop-
ulation (both rural and urban) had become
negative in five regions (Vinnytsia, Poltava,
Sumy, Cherkasy, Chernihiv), to which the
Kirovohrad region was added in 1985 (The
national economy of the Ukrainian SSR in
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1990, 1991). Later on, the demographic tran-
sition spread to all regions, albeit to varying
degrees. Therefore, in general, the natural in-
crease in the population of Ukraine was stead-
ily declining. In 1990, depopulation spread to
almost half of the regions of the country, and
the total rate of natural population growth in
Ukraine became minimal (only 0.6%o). Such
trends in demographic development resulted
in a natural decrease in population, which oc-
curred in 1991, when the natural growth rate
became negative (-0.8%o). This was mainly
due to the growth of depopulation processes
in villages, because in urban settlements in
1991, the natural increase remained positive
(1.1%o) (State Statistics Service of Ukraine
2021). However, by 1992, the natural decline
had already taken place in the urban environ-
ment due to new approaches to family model-
ling in the process of the demographic transi-
tion. Since then, Ukraine’s depopulation has
continued to this day, though in some west-
ern oblasts (regions), given the larger propor-
tion of the rural population, its optimal age
structure and the preservation of large fam-
ily traditions, the natural growth rate kept
positive for a long time. In particular, during
the 1990s the natural growth rate remained
positive in the Zakarpattya and Rivne regions.
However, at the beginning of the 21 century,
depopulation expanded to most of the west-
ern regions. Thus, since then, Ukraine has
entered a phase of acute demographic crisis.

Persons per 1,000 inhabitants
“

—— Birthrate —— Death rate

Fig. 1. Dynamics of the natural movement of the population of Ukraine

Natural increase (decrease) rate

The term “demographic crisis” was first used
in Ukraine in 1985 by the Ukrainian demog-
rapher STESHENKO, V. (SKRYZHEVSKaA, Y. and
KarAcsonyi, D. 2012).

Accordingly, the trends leading to a natural
population decline, which had appeared in
the 1980s, deepened as a result of the eco-
nomic crisis of the 1990s. Certain economic
problems, especially job losses and forced
travel abroad to earn money, deepened social
problems at the family level, which in turn,
led to a sharp increase in the number of di-
vorces and a significant decline in marriages.
Thus, whereas in 1991 there were 9.5 mar-
riages and 3.9 divorces per thousand people,
in 2000 the number of marriages dropped to
5.6 and the number of divorces increased to
4.0 per thousand (State Statistics Service of
Ukraine 2021). However, it is difficult to iden-
tify a direct relationship between declining
natural growth and economic development,
as economic indicators in the western regions
with a relatively favourable demographic
situation were worse than in regions where
unfavourable demographic processes (declin-
ing birth rates and rising mortality, ageing
population, growing demographic burden on
the working population, etc.) were particu-
larly noticeable. It seems, therefore, that the
natural population decline was due mostly to
the inertia of demographic processes of the
pre-war and post-war periods. A secondary
factor was the combined effect of a number
of socio-demographic factors,
primarily deepening dispari-
ties in sex-age and socio-age
structures of the population
in the process of urbanisation,
socio-psychological changes to
marriages and divorces, which
had violated the mechanisms
of reproduction in general.

From 2006 to 2012, there was
a generally positive tendency
to an increase in the natural
growth rate (in 2005 this indi-
cator was -7.6%o, in 2012 only
-3.1%o) (Figure 1). This increase
in natural growth occurred



Dnistrianskyi, M. et al. Hungarian Geographical Bulletin 70 (2021) (4) 293-310. 299

due to a slight rise in birth rates (in 2005 the
birth rate was 9.0%., in 2012 it amounted to
11.4%o). This growth is associated, as evi-
denced by the study of Hubzeryak, LI. (2011),
with an intensification of the demographic
policy of the state, manifested in an increase
in financial support in case of childbirth, and
a slight decrease in mortality, mainly only
among the urban population. At the same
time, there were some positive socio-cultural
changes in approaches to family planning at
the level of individual families, in particu-
lar, withdrawal from the principle of “one
family — one child”. This was evidenced by a
gradual increase in the total fertility rate per
woman (2005: 1.213, 2013: 1.506). At the same
time, since the beginning of the 21% century
there has been a steady increase in the av-
erage age of men and women marrying for
the first time: from 25.2 years for men and
22.0 years for women in 2000 to 26.3 years
for men and 23.3 for women in 2013 (State
Statistics Service of Ukraine 2021). In fact,
however, since 2014, all demographic indi-
cators in Ukraine have steadily deteriorated
due to the new social instability caused by
military actions that have resulted in the vio-
lation of the territorial and political integrity
of Ukraine (Yavorska, V.V. 2015). Given the
socio-political instability, the demographic
situation in areas close to the front line has
deteriorated sharply.

According to official information from
statistical bodies, since 2005 the migration
balance in Ukraine has been positive and
this trend continues to this day. In particu-
lar, during 2019, the population of Ukraine
as a result of external migration increased
by 21,512 people (State Statistics Service of
Ukraine 2021). However, in fact, the external
migration situation is not optimistic at all be-
cause of the growing numbers of Ukrainian
citizens moving abroad to study and work
between 2014 and 2019. According to some
estimates, from 7 million to 9 million people
were involved in the foreign migration pro-
cess at that time every year, negatively affect-
ing all aspects of population reproduction in
Ukraine (www.slovoidilo.ua 2019).

What national and regional trends in demographic
development are characteristic of modern Ukraine?

In present-day Ukraine, the natural popula-
tion decline continues (in 2019, the natural
growth rate was -6.6%o) as a result of decreas-
ing birth rates and high mortality rates, in-
cluding infants under 1 year. The population
has been ageing rapidly. According to YELI-
SEEVA, L. (2015), this trend poses “a serious
challenge to the financial and economic sys-
tem, especially in the field of public finances,
the pension system and the labour market”.
The gender structure of Ukrainian society
also remains unbalanced, especially in the
eastern and central regions, where there are
many more females because of the ageing so-
ciety. Equally noticeable is the differentiation
of the regions of Ukraine by all demographic
parameters, in particular by birth, death and
natural increase rates (Figures 2—4). The car-
tographic representation of these indicators
reveals a certain correspondence of the main
areas with the highest mortality and the low-
est birth rate and vice versa, which indicates
primarily the role of basic social, gender and
age population parameters.

Both in terms of fertility and mortality, cri-
sis situations can be observed in the north-
eastern regions, where due to all mecha-
nisms of population reproduction, the trend
towards depopulation has only deepened:
natural growth rates are the lowest (from 0
to 8%o0) and mortality rates the highest (from
18%o to more than 22%o) there. As a result, in
certain places natural reduction has reached
-20 per thousand and less (see Figures 2—4). In
recent years, the central and some eastern re-
gions have come close to these crisis regions
by the main demographic dynamics, thus,
testifying to the interconnectedness of a num-
ber of socio-demographic factors, which has
also been confirmed by the calculated correla-
tion coefficients (Figure 5). Thus, correlation
analysis reveals a close inverse relationship
between natural increase, on the one hand,
and mean age as well as the predominance
of women over men (correlation coefficients
(-0.91) and (-0.80), respectively) on the other.
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Fig. 5. Graphs of correlations of: a = natural growth rate and mean age of the population (-0.91); b = natural

growth rate and fertility rate (0.91); ¢ = natural growth rate and proportion of the rural population (0.65);

d = natural increase and divorce rate (correlation coefficient (-0.67); e = natural growth rate and degree of
female dominance over males (-0,80); f = natural growth rate and the mean age at first marriage (-0,41).

There is some connection, but not a close
one, between natural growth rate and the
proportion of rural population by regions,
which indicates that in regions with a larger
proportion of rural population, its gender
and age structure has been better balanced,
which in turn, contributes to greater natural
growth. Similarly, correlation analysis con-
firms a negative impact of the divorce rate on
the natural population growth and a some-
what less distinct relationship between natu-
ral decrease and increase in the age at first
marriage. Therefore, particularly noteworthy in
this regard is the relationship of all negative
demographic trends. As Terets, V.M. (2009)

emphasises, in a truly demographic sense, the
ageing population of Ukraine will slow down
the process of putting an end to depopula-
tion, firmly maintaining the vicious cycle of
“low birth rate — ageing — depopulation”. At
the same time, correlation analysis did not
reveal a dependence of natural growth by
regions on GRP per capita and the official
unemployment rate.

Stepwise multiple regression analysis was
used to produce a statistical model which,
through the inclusion of three variables
(mean age of the total population, number
of full-time students per thousand people,
proportion of rural population), explains 97.2
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percent (R*=0.972) of the dispersion of natu-
ral increase. The formula for calculating the
natural increase (NI) of administrative units
of the highest level in Ukraine is:

NI=50.486 —1.491 MA +0.108 SP +0.040 PRP,

where MA is the mean age of the total popu-
lation (years), SP is the proportion of full-
time students (per 10,000 people), PRP is the
proportion of the rural population (%) in the
administrative unit. The average deviation
of natural increase values, calculated on the
basis of the obtained formula from the real
values, was -0.4 per thousand (Figure 6).
The role of mean age of the population in
natural increase is obvious both in view of
the increased proportion of young people of
childbearing age and the smaller proportion
of elderly people, which reduces mortality
(obviously, an inverse effect is also traced
here: higher growth reduces the mean age
of the total population). As for the propor-
tion of full-time students in higher educa-
tion institutions, it may be interpreted as a
complex indicator that is also related to the
higher proportion of young people on the
one hand, and to the level of material well-
being, which significantly correlates with
both birth and death rates, on the other hand.
The inclusion of the proportion of the rural
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Fig. 6. Natural population growth in the regions of Ukraine (%o, year 2019)
according to the State Statistics Service of Ukraine 2021 (in blue), and the

multi-regression model (in red).

population in the formula is explained by the
increased indicators of the total birth rate in
rural areas, especially in the Rivne, Volyn
and Chernivtsi regions.

The identified socio-demographic inter-
dependencies objectively reveal and explain
other modern regional-demographic differ-
ences, some of which appeared in the late
20"—early 21¢ centuries (Dzunaman, V.O.
1998). Thus, the relatively high proportion
of people in the younger age categories and
the capital’s lowest mortality rate in Ukraine
(see Figure 3) due to better medical care, de-
termine generally the lowest level of natural
population decline in Kyiv (see Figure 4). The
demographic preconditions in the regions of
Western Ukraine have also remained quite
favourable, which is attributed to the so-
cial and age characteristics of the popula-
tion. For instance, in some administrative
districts of Volyn, Rivne, Ivano-Frankivsk
and Chernivtsi regions a positive natural
increase is maintained. However, most dis-
tricts of Ternopil region have already entered
the phase of more intensive depopulation
(natural reduction here ranges from -5.0%o
to -10.0%0) (see Figure 4). Similarly, mar-
riage rates are traditionally higher in western
Ukraine whereas divorce rates are lower, due
to some religious and cultural characteristics
and a significant proportion of a more con-
servative rural population.

The negative consequenc-
es of the natural population
decline in Ukraine are es-
pecially noticeable in rural
areas, leading not only to
a decrease in the average
population of settlements,
but also to their gradual
disappearance, especially
in the Chernihiv, Sumy,
Poltava, Kyiv, Zhytomyr
and Kirovohrad regions
(Figure 7). Thus, during
1991 and 2016, 460 villages
were struck from the state
register. Further, there were
no more permanent resi-
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Fig. 7. Change in the number of rural population and rural settlements in the period 1991-2019. — A = The part
of rural population increase (decrease) as a result of natural increase (decrease) relative to 1991, in percent.
B = Change in the number of villages (1 mm represents 2 villages).

dents in several hundred other settlements.
In addition, in 35 percent of villages in the
Sumy region, and in 32 percent of villages in
the Chernihiv region not one child was born
during 2011 and 2013 (Cuaika, I.M. 2018).
Given the particularly critical situation in the
rural areas of the northern districts of Kyiv,
Chernihiv and Sumy regions, where the natu-
ral population growth is lower (-20%) and ru-
ral depopulation has been particularly intense,
this territory may be defined as a special area of
demographic disaster.

The processes of population reproduction
were indirectly influenced and have been in-
fluenced by various cultural, attitudinal and
ethnic factors. In particular, a higher level of
religiosity in the western regions which, ac-
cording to sociological research, amounts to
81 percent, and is, thus, much higher than in
the central (70%), eastern (53%) and southern

(52%) regions (Razumkov Centre, 2020), re-
sulted in a much smaller number of divorces,
and indirectly (due to significantly less abor-
tions) has contributed to rising birth rates.
The ethnic structure of the population is
to some extent an additional factor for dif-
ferentiating regional demographic develop-
ment. The analysis of the ethnic factor has
been complicated by the lack of official sta-
tistics of the components of natural increase
in terms of nationalities. Therefore, we must
limit ourselves to indirect indicators. Thus,
because of immigration, more than 200,000
Crimean Tatars arrived in the Crimea be-
tween 1989 and 2001. They were charac-
terised by a much higher birth rate, as evi-
denced by the fact that the mean age of the
Crimean Tatars at the time of the 2001 census
was 33.4 years, which was significantly lower
than the mean age of ethnic Ukrainians (38.2
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years) and ethnic Russians (41.9 years). The
slightly lower average age of Ukrainians
compared to Russians indirectly indicates
higher values of natural increase in their
environment, which has some impact on
natural growth rates in the regions with the
highest share of Ukrainians, especially in the
West. Similarly, according to the 2001 census,
the demographic indicators of the Romanian
ethnic group were more favourable than the
average in Ukraine (mean age 35 years, pro-
portion of the population of retirement age
19.3%) (State Statistics Service of Ukraine
2004), which also affected the reproduction
processes in some districts of the Chernivtsi
and Zakarpattya regions. However, over the
past two decades, there has been a decline
in the birth rate of this ethnic group, as evi-
denced by the current indicators in areas of
their mass settlement (see Figure 2).

The situation is somewhat different with
the Transcarpathian Hungarians, whose re-
productive activity has been lagging behind
the indicators of Transcarpathian Ukrainians
for decades (on average, the birth rate is low-
er by 2-3%o0 — MOLNAR, J. and MOLNAR, D.I.
2017). The high natural growth of the Gypsy
(Roma) population is well known: it is esti-
mated that the number of births per thousand
people among them in the Eastern European
region is close to 30 (MOLNAR, J. et al. 2016;
TaYLOR, A. et al. 2018). This affects primar-
ily the reduction of depopulation of the re-
gions of their mass population, especially the
Transcarpathia and Odessa regions. In the
south-west of the Odessa region, in Budzhak,
there are also large numbers Bulgarians,
Moldovans and Gagauz. Demographically,
they are characterised by a slightly higher
birth rate relative to all-Ukrainian indicators
(Gancuev, O.L. 2020), but the rate does not
stand out against the background of the local
Ukrainian and Russian populations.

Differences in mortality rates among the
ethnic groups are less noticeable and are re-
lated primarily to the age structure: within
the young Roma population it varies be-
tween 5-10 per thousand, among Romanians
it is about 11 per thousand, and among oth-

ers it reaches 13-16 per thousand (MoLNAR,
J. 2013). Thus, the difference in the natural
population growth of nationalities is deter-
mined primarily by the birth rate.

Is it realistic to halt the processes of population
decline in Ukraine?

The development of demographic processes
in Ukraine today is extremely detrimental.
Moreover, the negative trends may deepen
in the Covid-19 pandemic, leading directly
and indirectly not only to higher mortality
rates but also to a significant reduction in
the number of births and marriages. Since
stable mechanisms underlying reproduction
of various negative demographic phenom-
ena have already been formed, there is no
reason to hope for a large-scale and rapid
improvement in the demographic situation.
We can only talk about mitigating depopu-
lation trends by means of demographic and
socio-economic policies, which should not be
limited to individual steps, such as financial
assistance in case of childbirth, but should
have a comprehensive and regionally dif-
ferentiated nature. Such a policy is possible
based on the implementation of interrelated
activities of governmental institutions and
civil society organisations, which would pro-
vide a system of effective measures in vari-
ous fields (economic, social, informational,
cultural, political). However, in this case it
is necessary to determine the actual possi-
bilities, taking into consideration the objec-
tive realities and the contradictions of the
demographic transition. In this context, it is
important to identify those parameters in the
demographic situation which may actually
be influenced to varying degrees. Thus, it is
almost impossible to revive the traditions of
a large family, given the current trends in
the demographic development of developed
countries. Nevertheless, the provision of so-
cial guarantees and a relevant information
policy makes it possible to gradually move
away from the “one family — one child”
model and ensure a transition to the national
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average, to simple reproduction (one family
— two children). This feasible policy complies
with the social and cultural orientations of
modern Ukrainian society. Similarly, some
other demographic indicators may also be
improved by means of a targeted public pol-
icy approach. Thus, in particular, it is pos-
sible — through social advertising and using
information technology — to promote family
values. Another step forward, according to
European practice, may be the development
and practical implementation of programs
to support young families and provide them
with housing and employment in the related
field, which would reduce divorce rates and
the average age of men and women at first
marriage, as well as indirectly contribute to
the growth of birth rate. Additionally, bet-
ter health care may reduce child mortality,
and an effective implementation of life safety
systems may reduce unnatural death cases
resulting from man-made disasters and traf-
fic accidents. Such measures are obviously
unable to balance the gender and age struc-
ture of the population in the near future, but
they could initiate some trends, the positive
consequences of which would become no-
ticeable in the future.

The greatest beneficial effect for finding a
delicate demographic balance would be the
creation of better socioeconomic conditions
to ensure reproductive processes in general.
This primarily concerns a significant break-
through in creation of new jobs, which will
reduce labour migration abroad. The latter is
currently the major factor causing a negative
impact on the demographic situation since
permanent residence abroad disrupts fam-
ily life. Since Ukraine is significantly domi-
nated by urban population (69.5%), the need
to create jobs in cities is particularly acute,
especially given the negative trends of de-
industrialisation of recent years. Therefore,
only the re-industrialisation of the state
combined with the development of small
and medium-sized businesses in the service
sector is able to provide a basis for the work-
ing age population employment, which is es-
sential for enhancing family social relations

and improving relations among generations.
It is noteworthy that a new industrialisation
policy has every reason to limit the emigra-
tion of scientists and technicians abroad, as
well as the departure of young people for
higher education in neighbouring countries,
since these factors pose serious threats to hu-
man resources in view of the loss of highly
qualified personnel.

However, optimising the reproductive pro-
cesses in rural areas is even more difficult
because of significant regional differences,
in particular the deep demographic crisis af-
fecting rural regions. This situation will re-
quire highlighting certain all-Ukrainian prin-
ciples of socio-economic policy to improve
the demographic situation in the Ukrainian
countryside and at the same time it will
need regionally differentiated approaches
to solve specific problems. At the national
level, a necessary prerequisite for improving
the demographic situation in rural areas is
strengthening the economic base of rural ar-
eas, thereby improving the engineering and
socio-cultural infrastructure of the Ukrainian
countryside. For their implementation, both
favourable internal (first of all, significant
agro-climatic resources) and external precon-
ditions (growth of world food needs) exist.
On the other hand, the state has extremely
unfavourable economic conditions. Hence,
it is important to set priorities, because at
present leading positions among business
entities are being occupied by large agricul-
tural holdings, which do not have the inter-
ests of the local peasantry in mind. At the
same time, the socio-economic rise of rural
areas requires the opposite — strengthening
farming and cooperation of small agricul-
tural producers, implementing of which is
important in the agrarian reform. National
and international experience indicates the
requirement for functional diversification in
rural areas for their successful development
to meet the needs in the 21% century: success-
ful villages, along with agricultural function,
acquire other functions, such as tourism, or
those, located close to large cities — residen-
tial (Zoncova, M. 2018).
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Given the existence of remote areas, espe-
cially in North-eastern Ukraine, where there
are few rural settlements left or where there
is a lack of a young population, it is neces-
sary to speak about the rural reconstruction
of the countryside rather than its strengthen-
ing. The need is to create new settlements in
the process of the agrarian reform by encour-
aging the resettlement of the population from
densely populated rural areas or cities. With
regard to the aforementioned, Geographer
BaraNovskyl, M. (2009) has emphasised the
need to create resettlement and service sup-
port centres in rural depressed areas in order
to stop negative demographic trends. Such a
necessary and purposeful policy for strength-
ening the economic foundations of rural ar-
eas may be combined with administrative
and territorial reforms through the creation
of various communal enterprises and the de-
velopment of roads. Therefore, a high rate
of natural population decline is today not
only an important social problem, but also a
problem of national security, and its solution
requires the development of a comprehen-
sive government program and the efforts of
central and local authorities and the public
in general.

Conclusions

As aresult of our research, the following im-
portant conclusions can be drawn:

1) Natural population decline in Ukraine
began in the 1970s and 1980s in the rural ar-
eas of the north-eastern and central regions
of Ukraine and had been determined primar-
ily by the objective trends of demographic
transition, the inertia of the demographic
losses of the past, as well as subjective fac-
tors such as artificially accelerated urbanisa-
tion combined with the policy of declaring
most villages unpromising and encouraging
the young population to move to the east-
ern regions of the then USSR to raise their
economy. Adverse social conditions in rural
areas and the purposeful encouragement of
mass migration of young people from ru-

ral areas to large industrial centres laid the
groundwork for the mass ageing of the rural
population and a sharp decline in birth rates.
The socio-economic crisis of the 1990s deep-
ened the depopulation processes, but it was
not the main cause of the demographic crisis.

2) Economic difficulties in Ukraine in the
1990s, having formed a state of social uncer-
tainty in society, contributed to a growing
number of divorces, a reduction of the num-
ber of marriages, an increase in the marriage
age and a deterioration of some other demo-
graphic characteristics. All these factors have
served to deepen the process of depopulation
in Ukraine. Nevertheless, the socio-economic
crisis was not the main cause of population
decline.

3) Correlation analysis found a relation-
ship between the rates of natural population
decline and a number of socio-demographic
factors (proportion of the rural population,
mean age of the inhabitants, divorce rate and
the average age at first marriage). Therefore,
today the particularly acute effects of the
demographic crisis continue to appear in
North-eastern and Central Ukraine, where
the disparities in gender, age and the socio-
age structure of the population are the most
noticeable, while a relatively better situation
can be observed in the Ukrainian capital Kyiv
and in some western regions where the socio-
demographic indicators are more balanced.
Ongoing and, in some cases, increasing la-
bour migration, which brings instability to
family relationships, has been a significant
negative prerequisite for demographic devel-
opment in Ukraine and the other post-Soviet
countries.

4) Though religious and ethnic factors
contribute to some extent to greater natural
growth, especially in the western and south-
western regions, their impact on reproduc-
tion processes in Ukraine in general has not
been significant. Current trends toward a
decrease in the religiosity of the population,
which replaced the religious upsurge in the
1990s, and are to a varying degree charac-
teristic of all regions of Ukraine and other
post-Soviet states, will further limit the im-
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portance of marital status. As a result, they
may also indirectly complicate the demo-
graphic situation.

5) In order to stop the natural decline of
the population in Ukraine, it is important
to provide better preconditions for demo-
reproductive activity, which would relate
to the economic, social, informational and
cultural spheres of society. In areas of acute
demographic crisis, it is important to raise
the issue of rural reconstruction involving
a variety of organisational and economic
mechanisms.
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Residential suburbanisation in the hinterland of Bratislava — a case
study of municipalities in the Austrian border area

RenATa FARKAS! and Micaar KLOBUCNIK!

Abstract

This paper provides an overview of the process of residential suburbanisation in the hinterland of Bratislava.
The study focuses on the municipalities around the Austrian border area. The main aim of the paper is to
investigate the characteristics of cross-border suburbanisation, which is a significant spatial phenomenon in
the municipalities of northern Burgenland and the south-eastern part of Lower Austria. The analysis has a
spatio-temporal dimension, as it depicts the time-space characteristics of the phenomenon — both for a single
time point, as well as for a time series from the approximate beginning of the onset of suburbanisation up to
the present. While monitoring the growth of the number of Slovaks in the study area, we observed a gradual
increase in all the selected municipalities of the Austrian border area, with the distance from Bratislava being a
significant factor here. The analysis of migration in the surveyed municipalities showed predominantly positive
migration efficiency —immigration was negated by emigration only to a small extent (compared to suburbani-
sation in the Slovak hinterland of Bratislava, which is, however, relatively high). The structural characteristics
of Slovak immigrants, where the younger age group of 30 to 44 years followed by a child component up to 14
years predominated, attest to the ongoing process of suburbanisation. The research confirmed the advancing
residential suburbanisation and expansion of the cross-border suburban hinterland of Bratislava.

Keywords: residential suburbanisation, cross-border mobility, migration, Bratislava, Austrian border area,
Slovaks in the Austrian border area
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Introduction banisation had not yet been created (§VEDA,

M. 2011a; Svepa, M. and Kriza, F. 2011). The

The following paper is a case study of munici-
palities in the Austrian border area from the
aspect of the process of residential suburbanisa-
tion in the hinterland of Bratislava. During the
1980s and 1990s, when the process of residen-
tial suburbanisation in the hinterland of Vienna
had already reached its peak, socialist urbani-
sation was gradually subsiding in Bratislava
(MaTzNETTER, W. 2004). The fall of socialism
in Slovakia in 1989, including the subsequent
transformation of society and the economy re-
lated to this also resulted in a change in the pre-
dominant urbanisation processes of the state.
In the newly founded Slovak Republic, con-
ditions for the wider development of subur-

construction industry had fallen into a deep
recession; financial support mechanisms from
both the state and the banking sector (e.g.
mortgages) for the development of housing
construction were lacking. However, after the
resolution of this shortcoming, residential sub-
urbanisation gradually began to develop in our
country, which had only begun to show its first
signs in the 1990s. And so, residential subur-
banisation in the hinterland of Bratislava took
on an imaginative dimension after the turn of
the new millennium, which had been charac-
terised by the construction of new houses and
residential sites on so-called “green-fields”, as
well as the transfer of the urban population and

! Department of Economic and Social Geography, Demography and Territorial Development, Faculty of Natural
Sciences, Comenius University, Ilkovicova 6, 842 15, Bratislava 4. Slovakia. E-mails: renata.farkas@uniba.sk,
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its activities to the surrounding municipalities
of the Bratislava hinterland (Svepa, M. 2011a).

However, cross-border suburbanisation is
a specific and more complicated form of resi-
dential suburbanisation. Its origin and de-
velopment require that more conditions be
tulfilled since it goes beyond state, cultural,
and linguistic borders. For this reason, it is un-
derstandable that suburbanisation only began
to develop in Slovakia after a delay of several
years when compared to “common” residen-
tial suburbanisation. In the case of Bratislava,
Slovakia’s accession to the European Union
in 2004 and the Schengen Area in 2007 were
widely accepted as the starting mechanisms of
this process (Ira, V. et al. 2011; Barizs, D. and
Baymoéczy, P. 2018, 2019). The reason was that
the two events led to the formation of an in-
tegrated border between the Slovak Republic
and the Republic of Austria. The unrestrict-
ed movement of people, goods, and capital
across the national border was thus ensured.

This paper provides an in-depth analysis
of Austrian border area municipalities, which
fall into the suburban hinterland of Bratislava
within three Austrian districts — Ganserndorf,
Bruck an der Leitha, Neusiedl am See — all
of which directly border Bratislava itself.
The ongoing cross-border suburbanisation
in this area has a significant time-space di-
mension. We assume that the intensity of the
process has changed markedly over time,
with Slovaks contributing to a large extent
in this process. We also believe that the dis-
tance of suburban Austrian municipalities
from Bratislava plays a significant role as
well. Migration flows of Slovak citizens to
suburban municipalities as well as their age
structure are further aspects that complete
the picture of the ongoing process of cross-
border suburbanisation.

Theoretical background

There is no uniformly recognised and defined
time for the onset of decentralisation tenden-
cies of population distribution in the USA
and Western Europe. Some authors tend to

date the beginning of modern suburbanisa-
tion from either 1815 (Jackson, K.T. 1987) or
1920 (PTACEK, P. 2002). In the case of Austria,
suburbanisation reached its highest intensity
in the 20" century (MATzNETTER, W. 2004).
However, the development of cross-border
settlement of the countries of post-communist
Central and Eastern Europe has been differ-
ent, since the suburbanisation processes only
began after the fall of the communist regime
and were accompanied by a considerable de-
lay (StaniLov, K. and Sykora, L. 2014).

Residential suburbanisation is a process
that has significantly transformed the social
and physical environment of the Bratislava
hinterland from rural to suburban in the last
two decades. It has affected the spatial struc-
ture of settlements (§VEDA, M. 2011a; SvEDa,
M. and Paz0r, R. 2018) and the social and de-
mographic structure of the population (Svepa,
M. and Sugka, P. 2014). Further, it has caused
significant changes in land use (Svepa, M. and
Vicasova, D. 2010; éVEDA, M. 2011b).

The term ‘residential suburbanisation’ is
most often understood as the shift of resi-
dents, households, and their activities out-
side the territory of urban centres, usually
to their hinterland with a low population
density (PTACEK, P. 2002). This is expressed
most notably by the construction of new
family houses on agricultural land. In ad-
dition, residential suburbanisation in these
geographical conditions is characterised by
increasing residential densities or renova-
tion of the original housing stock (Svepa, M.
2011a). The spatial extent of suburbanisation
mostly depends on the population size of the
city (Kusgs, J. and NovAcCEk, A. 2019).

As an analogy, it can be said that cross-bor-
der residential suburbanisation is a process
in which the migration of the urban popula-
tion and their activities to the adjacent ru-
ral area on the opposite side of the border
is monitored. Since suburbanisation can be
divided into both residential and commercial
categories (or in some cases seasonal), it is
necessary to state that in this article the term
‘cross-border suburbanisation” shall be un-
derstood exclusively in its residential form.
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The phenomenon of cross-border suburban-
isation has been observed in several places in
the geographical area of Europe. Examples
are known from the German-Netherlands
(STrRUVER, A. 2005), Italian-Slovenian
(Jacopic, D. 2011) and German-Polish borders
(BArTHEL, M. and BartHEL, E. 2018).

Cross-border suburbanisation in the hin-
terland of Bratislava represents a rare type of
suburbanisation due to the human geograph-
ic location of the capital situated on the bor-
der of three states. Initially, its development
was captured by a few authors who defined
the first suburbanised municipalities be-
yond the Slovak borders (DILLINGER, T. 2004;
Sravik, V. et al. 2011; Svepa, M. 2011a). On
the Austrian side of the border, they labelled
three municipalities (Kittsee, Berg, Wolfsthal)
as cross-border-suburban. Several years later,
these Austrian border municipalities in the
suburban hinterland of Bratislava were de-
scribed by HUEMER, J. (2018) as the most dy-
namically growing villages in Austria.

It can generally be stated that the develop-
ment of cross-border suburbanisation in the
hinterland of Bratislava is not only the result
of the classical development of suburbanisa-
tion, which progressed in conformity with the
evolutionary development of the urban or-
ganism or the urban region, but is also a spe-
cific result, since its realisation required the
interplay of several positive circumstances.

As previously mentioned, the first catalyst
for the development of cross-border suburban-
isation occurred with the Slovak Republic’s
accession to the European Union in 2004, and
the second with its inclusion in the Schengen
area in 2007. Both events significantly con-
tributed to the increased mobility of people
in cross-border areas and opened the door to
new opportunities, including suburbanisation.

According to DecoviLLE, A. and Duranb,
E. (2018), cross-border population flows are
driven by differences between the two sides
of the state border, whether in commodity
prices, wages, unemployment rates, or real
estate prices. In the case of the cross-border
suburbanisation studied in this paper, the
significant “pull” effects of decentralisation

of the population included better transport
accessibility and lower real estate prices
(Haroi, T. et al. 2010; Suavik, V. et al. 2011;
Svepa, M. 2011a; HUEMER, J. 2018).

Nowadays, however, due to the cross-bor-
der mobility and migration of the population,
the agglomeration of the city of Bratislava ex-
tends over the state borders of Austria and
Hungary (Harpr, T. 2016). Overall, this is an
area which, according to Harpy, T. (2016), is
inhabited by a specific group of transnational
borderlanders, whose cross-border way of life
is not motivated by ethnic or linguistic rea-
sons, but rather by the practicality of every-
day life. According to MarTINEZ, O.]. (1994),
transnational borderlanders are people who
maintain significant ties with a neighbouring
nation. They are individuals whose lifestyle
strongly reflects foreign influences.

Methodology

We obtained the data for the research from
the sources of the Austrian Statistical Office
(Statistik Austria) from the STATcube data-
base — Statistical Database. The analytical
part was commenced by applying an indica-
tor concerning the share of Slovaks to a wider
range of municipalities in the three border
districts of Ganserndorf, Bruck an der Lei-
tha, and Neusiedl am See — with a total of 104
municipalities (Figure 1). Then, based on an
analysis of the number of Slovaks in the bor-
der area, we narrowed down the number of
municipalities which can be considered sub-
ject to cross-border suburbanisation (Figure 2).

In the investigated areas, we identified 17
municipalities where the relative share of
Slovaks exceeded 5 percent of the municipal
population, and it was these municipalities
that formed the narrower selection of mu-
nicipalities as subject of more detailed re-
search. The reason for choosing the above
indicator for creating a smaller coverage of
municipalities was our fundamental premise
that it is not possible to label those Austrian
municipalities in the hinterland of Bratislava
as suburban that do not have a Slovak popu-
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Leitha, and Neusiedl am See (2020). Source: STATcube — Statistical Database (https://www.statistik.at). Processed
by the authors.
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lation. We also had to consider the fact that
these three Austrian districts have the phe-
nomenon of double suburbanisation (i.e.
from Bratislava and Vienna) (MEeyrroiDT, A.
2017), and the relative share of Slovaks repre-
sented an indicator by which we could define
the suburbanising influence of Bratislava.

The migration of the urban population
to suburban localities is a crucial aspect of
suburbanisation (Sprocha, B. et al. 2017). In
the scope of the research, we also analysed
the migration of residents of the affected
municipalities, and in order to do so, we
focused on migration efficiency (migration
efficiency ratio — MER). This relationship ap-
plies (StiLLwELL, J. et al. 2000):

b0 100

MER, =

where MER, = migration efficiency ratio of
the municipality i, D, = the sum of immi-
grants (inflows) to the municipality i from
other municipalities, O, = the sum of emi-
grants (outflows) from the municipality i to
other municipalities.

The values range from -100 to +100. With
a value of 0, the migration efficiency is zero,
which means that there has been no change
in population, although both immigration and
emigration have taken place. The closer the
value of migration efficiency is to the value
of +100, the greater the positive migration effi-
ciency (immigration is not “negated” by emi-
gration, or only minimally). In contrast, in the
case of values approaching the value of -100,
those emigrating are not replaced by those
immigrating, or only to a very low extent.
Migration efficiency basically measures the
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degree of imbalance or asymmetry between a
pair of migration flows. If flows are symmetri-
cal, they suggest that migration functions as
a process that keeps the settlement system in
dynamic balance (Rowranp, D.T. 1978).

Results

The development of the number of Slovaks in
our case represents the significant determinant
of the research, which is considered to be an
essential prerequisite for demonstrating the
cross-border suburbanisation of the Bratislava
hinterland. The representation of Slovaks in
the population structure of the municipalities
of the Austrian border area is a valuable indi-
cator of residential suburbanisation showing
the degree of decentralisation processes from
Bratislava to its cross-border suburban hin-
terland. With that said, it is no different in the
case of the Hungarian hinterland of Bratislava,
where the authors BaLizs, D. and Bajmoczy, P.
(2019) indicated an increase in the number of
Slovaks in the villages of Rajka, Bezenye, and
Dunakiliti, as well as others.

According to Svepa, M. et al. (2020a),
Bratislava, as the dominant residential cen-
tre, creates a network of various connections,
where the intensity decreases with increas-
ing distance from its core. Figure 1 depicts
the relative share of Slovaks in the total
population of the municipalities of the three
Austrian districts that neighbour Bratislava.
As we can see, the largest share of the Slovak
population is in the municipalities closest to
Bratislava. We can also observe a gradual de-
cline in the relative number of Slovaks with
increasing distance from the Slovak capital,
as well as the relatively compact nature of the
cross-border region with the representation
of the Slovak minority. However, as far as this
region is concerned, it is interesting to note
that the relative share of Slovaks is higher in
its southern part than in the northern part.
Outside the mentioned region of the 17 se-
lected municipalities, the share of Slovaks in
the districts of Neusiedl am See, Bruck an der
Leitha, and Ganserndorf is marginal. We con-

sider the rising number of Slovaks and their
increasing share in the population of Austrian
municipalities as the essential characteristic
of residential suburbanisation. It distinguish-
es the suburbanisation of Bratislava from the
suburbanisation of Vienna. Therefore, we
exclude from our research municipalities
that have a very low share of Slovaks in the
total population of the municipality. For this
distinction, we set the lower limit at a level
of 5 percent Slovak population in the total
population in the given year 2020.

In the set of graphs provided (see Figure
2), we can see the development of growth in
the number of Slovaks in the selected munici-
palities of the Austrian border area in 5-year
intervals. In summary, it is evident that for
the monitored 15 years, significant changes
occurred in the relative representation of
Slovaks in the total population of the selected
municipalities, with the largest growth occur-
ring in 2015 and 2020. While in 2005 no select-
ed municipality had a share of Slovaks over
5 percent, in 2010, Wolfsthal, Kittsee, Berg,
and Hainburg an der Donau significantly
dominated. The significant rise in the num-
ber of Slovaks in the total population of these
municipalities is the result of their initial sub-
urbanisation in the hinterland of Bratislava
after the Slovak Republic’s accession to the
European Union and the Schengen Area (Ira,
V. et al. 2011; Bavrizs, D. and Bajmoczy, P.
2018, 2019). Furthermore, the excellent trans-
port accessibility to the centre of Bratislava
combined with favourable property prices
was a crucial criterion for their specific choice
(Harpi, T. et al. 2010; Stavik, V. et al. 2011;
Svepa, M. 2011a; HuemER, J. 2018).

In 2015, 12 municipalities had already
reached more than a 5 percent share of
Slovak residents. For example, in Kittsee,
the relative share of Slovaks soared from 11.3
percent (2010) to a record 49.8 percent (2015).
From a spatial point of view, in 2015, the
number of municipalities directly neighbour-
ing Bratislava was still growing, (e.g. Pama
or Deutsch Jahrndorf). However, in this pe-
riod, the Slovak population began to move
more notably to municipalities that were not
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immediately adjacent to Bratislava (Edelstal,
Nickelsdorf, Gattendorf, Potzneusiedl, and
Prellenkirchen). We consider the year 2020
to be evidence of the continuing suburbani-
sation of the hinterland of Bratislava, when
the share of Slovaks in the above-mentioned
municipalities continued to grow; while in
four other municipalities the relative repre-
sentation of Slovaks rose above the 5 percent
threshold (Marchegg, Petronell-Carnuntum,
Hundsheim, Engelharstetten). In Kittsee, the
share slightly decreased compared to 2015,
and according to the relative representation
of Slovaks, the village of Wolfsthal came sig-
nificantly closer to it.

Figure 3 shows the dynamics of the devel-
opment of growth/decline of the population
of the affected municipalities. When looking
at the three consecutive periods, the num-
ber of inhabitants in the given municipali-
ties developed differently. The majority of
the analysed municipalities maintained the
trend of population growth in all periods.
Of all the municipalities, the most extreme
population growth was seen in the mu-

nicipality directly neighbouring Bratislava,
namely Kittsee, which increased by 75.5
percent from the start of the analysed pe-
riod (2006-2020). According to Svepa, M. et
al. (2020b), since 2005, the number of inhabit-
ants has increased tenfold in the municipal-
ity by migration each year; in the last decade
alone, migration reached 150 inhabitants per
year. More than 70 percent of this increase
was accounted for by cross-border migration.
As part of our research, we found that the
most dynamic period can be considered the
years 2011-2015 when the municipality in-
creased its population by almost 40 percent.
We also recorded high growth in population
during the three periods in another border
municipality: Wolfsthal (from the beginning
of the analysed period, the village grew by
55.9%); in Berg, the number of inhabitants
increased by 32.5 percent over 15 years, and
in Edelstal by 29.6 percent. Constant mod-
est growth of inhabitants during the three
periods occurred, for example, in the town of
Hainburg an der Donau or in neighbouring
Bad Deutsch-Altenburg.

Population growth/decline (%)
s

[ 2006-2010

M 20112015

[0 2016-2020

Fig. 3. Growth/decline of inhabitants (in %) of selected municipalities of the Austrian border in the hinterland
of Bratislava (2006-2010, 20112015, 2016-2020). Source: STATcube — Statistical Database (https://www.statistik.
at). Processed by the authors.
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Migration, which is defined as a dynamic
and constantly modifying process that causes
changes in the socio-geographical, economic,
social, and demographic structures of areas,
represents a natural component of people’s
lives (KACErOVA, M. and HorvATHOVA, R. 2014).
Citizens of the Slovak Republic, in accordance
with European Union legislation on the free
movement of EU citizens, have the right to
stay in Austria for more than three months.
Afterwards, if they come to Austria with the in-
tention of permanent or temporary settlement,
they are obligated to register with the compe-
tent public authority within four months from
the date of arrival, where they will obtain an
“Aufenthaltskarte” residence permit upon re-
quest. After five years of legal and continuous
residency in Austria, they acquire the right to
obtain permanent residence. Upon request,
they are issued a certificate of permanent
residence, the so-called “Bescheinigung des
Daueraufenthalts” (“Certificate of permanent
residence”) (www.oesterreich.gv.at).

The migration efficiency of Slovaks
(Figure 4) showed positive values in all the
analysed municipalities of the Austrian bor-
der area; this means that in the examined
5-year periods, immigration (immigrants)

exceeded emigration (emigrants). It is clear,
however, that in some municipalities, migra-
tion efficiency has slightly weakened over the
periods (e.g. Gattendorf, Nickelsdorf, Pama,
Wolfsthal or Zurndorf), while in others, it
has slightly strengthened (e.g. Bad Deutsch-
Altenburg, Engelhartstetten) or remained
at about the same level (Hainburg an der
Donau, Marchegg).

Since 2008, we have witnessed a relatively
sudden upswing in the number of immigrat-
ing Slovaks. The increase can be explained by
the entry of Slovakia into the Schengen Area,
which removed the barrier to free move-
ment of Slovak citizens entering Austria. The
rapid rise of Slovak immigrants in the sur-
veyed municipalities of the Austrian border
area peaked for the first time in 2012 when
their number reached 670. Since that year, the
number of immigrants has ranged from 600
to 700 people per year. We recorded the high-
est number of immigrants in 2016 — a total of
676 persons. From the viewpoint of the emi-
gration of Slovaks, we perceive a gradual in-
crease in their number since 2010 with a max-
imum value in 2019, when 284 Slovaks left
selected municipalities in the Austrian border
area (https://www. statistik.at). We can also

0.90
0.80
070 I _
[
£ 060 [
g
E 0.50
% 0.40
= 0301
0.20
0.10
0.00- S N & A & N 3 S & > & 3 N a &
& N $ > & $ S oS & S N N D & >
S T T F & T T FEFFTE T &S
S N & & &Y S O s T
& & S & R
N S NS &
[72006—2010 [ 2011-2015 [ 2016-2020

Fig. 4. Migration efficiency in selected municipalities of the Austrian border area in the hinterland of Bratislava
(2006-2010, 20112015, 2016-2020). Source: STATcube — Statistical Database (https://www.statistik.at). Processed
by the authors.
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perceive the issue of residential stability as
a certain compacted result of the evaluation
of the ideas and expectations of the popula-
tion concerning the new environment and its
social and material characteristics. The desire
to stay in the locality for a longer period can
be an important signal, which not only testi-
fies to satisfaction with the quality of housing
but can also be an indicator of the integration
of new residents into local social structures.
On the contrary, the desire to make a change
of residence may be a reflection of the non-
fulfilment of the original expectations about
better housing (Svepa, M. 2016).

Within each of the analysed 5-year peri-
ods, the town of Hainburg an der Donau and
the municipalities of Kittsee and Wolfsthal
showed the largest migration turnover
(immigrants + emigrants). Wolfsthal and
Hainburg an der Donau have experienced
a relatively high level of irregular migra-
tion efficiency over 15 years, falling slightly
since its peak in 2008 (even with some fluc-
tuations). We observed a similar trend in
the municipality of Kittsee as well, which

reached its maximum migration efficiency
in 2011 (Figure 5).

In terms of the available structural char-
acteristics of migrants, we charted the rep-
resentation of individual age groups in the
total number of immigrants (Figure 6), since
migration has a significant effect on changes
in the population structure and reproduc-
tive behaviour of the population (PopoLAx,
P. and Svepa, M. 2019). As we can observe,
the 30 to 44 years old group significantly
predominates among immigrants, followed
by the children’s component up to 14 years
old. Seniors and people over the age of 60 are
relatively absent in the population of Slovak
immigrants in selected Austrian municipali-
ties. The presented findings correlate with
the general starting points of suburbanisa-
tion, which emphasise the significant rep-
resentation of young couples and families
with small children in suburbanisation
(OuREDNICEK, M. 2002), as well as with spe-
cific migration characteristics of the Slovak
hinterland of Bratislava (PoporLAk, P. and
Svepa, M. 2019).
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Fig. 5. Migration efficiency in selected municipalities of the Austrian border area in the hinterland of Bratislava
(Hainburg an der Donau, Kittsee and Wolfsthal) in the years 2006-2020. Source: STATcube — Statistical Database
(https://www.statistik.at). Processed by the authors.
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Fig. 6. Age structure of immigrating Slovaks to se-

lected municipalities of the Austrian border area

in the hinterland of Bratislava (2006-2020). Source:

STATcube - Statistical Database (https://www.statis-
tik.at). Processed by the authors.

Conclusions

Bratislava, together with its hinterland, repre-
sents an urban region with exceptionally large
potential for further development. In 1993, it
became the capital of the newly formed Slovak
Republic, and its importance was further en-
hanced by Slovakia’s entry into the European
Union (2004) and the Schengen Area (2007).
Important aspects of Bratislava’s macro-loca-
tion that have influenced the city’s formation,
historical development, and current develop-
ment include a strategic location at the point
of contact of two great cultures, a location
between the cities of Vienna and Budapest, a
gateway between the former western (capi-
talist) and the eastern (communist) world,
as well as an important location in respect
of other areas of Slovakia (Korec, P. 2013).
The presence of the state border with Austria
and Hungary should be considered the most
important aspect when assessing the micro-
location (Korec, P. et al. 2020). At the origin
and development of the process of cross-bor-
der suburbanisation, the specific political and
geographical location of the city concerning
the state borders of neighbouring countries is
important (free movement of population and
capital across state borders must be observed).

The position of Bratislava as a dynamic eco-
nomic, administrative, political, and cultural
centre was also connected with the gradual
revival of (not only residential) construction.
For this reason, there has been a significant
increase in real estate and land prices in the
city and its Slovak hinterland, as well as a sig-
nificant increase in the possibilities for further
development. Therefore, the Austrian border,
with its several accessible municipalities in
this area represents an attractive alternative
for Bratislava residents considering suburban
housing (Ira, V. et al. 2011).

When monitoring the development of the
number of Slovaks, a gradually increasing
number in all the selected municipalities of
the Austrian border area was observed. In
2020, the municipalities of Kittsee, Wolfsthal,
and Berg had the highest percentage of Slovak
inhabitants, while in absolute terms, the most
Slovaks lived in the town of Hainburg an
der Donau. Therefore, we consider Kittsee,
Wolfsthal, Berg, and Edelstal to be the most
dynamically growing municipalities.

Within the surveyed municipalities in the
hinterland of Bratislava, positive migration
efficiency was manifested throughout the
2006-2020 period, that is, the number of ar-
riving Slovaks (immigrants) showed higher
values than departing Slovaks (emigrants).
Immigrants heading to the Austrian hinterland
of Bratislava are characterised by a greater em-
phasis on the quality of housing (for example,
migrants heading to Rajka in Hungary, who
are seeking more affordable housing). This
quality is represented not only by the aesthetic
environment of the “clean and tidy” munici-
palities of Austria, but also by the provision of
services (for example, the availability of school
facilities) (Svepa, M. et al. 2020b). However,
life in Austria is often associated with other
additional benefits that may persuade peo-
ple to move there. In addition to a more fa-
vourable traffic situation, more advantageous
mortgages or state housing allowances are of-
fered. Often emphasised non-economic factors
include higher environmental awareness, bet-
ter services, and a higher level of office work,
community spirit, and other positively per-
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ceived characteristics of social and cultural life
(Ira, V. et al. 2011). Developers specialise in
the new local market and build specifically for
Slovak clients (MeyrroIDT, A. 2016).

Migration in the functional metropolitan
region of Bratislava is quite heterogeneous
internally, thus migration trends are differ-
ent between various categories of migrants
that are separated by age and education. The
Bratislava region attracts the youngest educat-
ed migrants (Novorny, L. and Pregy, L. 2019).
The continuing process of suburbanisation,
however, was also evidenced by structural
characteristics, namely the age composition of
Slovak immigrants, which was dominated by
the age group of 30 to 44 years old, followed
by a child component up to 14 years old.

One important topic that enters this issue is
the coexistence of Austrians and Slovaks on the
border. The results of research on the image of
Slovakia and Austria pointed to clear differ-
ences in the perception of each neighbour and
suggested that the many years of historical, ge-
ographical, and cultural affinity of the Austrian
and Slovak populations may not yet mean mu-
tual acceptance and cooperation (KoLLAR, D.
2001). Based on the study of DecoviLLE, A. and
Duranp, F. (2018), the reason may be that the
memory of the Iron Curtain will remains in
the minds of people living on both sides of the
state border for a long time.

The processes of urban expansion originat-
ing from the capital Bratislava will probably
continue toward the interior of northern
Burgenland (or Lower Austria). It can be as-
sumed that interest in life in these regions
will continue to grow. It is therefore neces-
sary to find a way to reconcile the economic
development of industrial sites and shop-
ping centres with the residential construc-
tion of traditional structures which create an
identity in the rural areas of the regions. The
question is whether the existing tools (spa-
tial planning, development plans, urban re-
newal) are sufficiently effective, and whether
control measures or activities can continue
to support the structural, economic, social,
and cultural identity of peripheral zones
(KAPELLER, V. 2015).

Residential suburbanisation and the expan-
sion of the cross-border suburban hinterland
of Bratislava can be scientifically examined in
the future through other indicators that are
closely related to the suburbanisation process
itself, such as research on housing construc-
tion in municipalities, analysis of transport
accessibility, real estate prices, community
behaviour and so on.
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The role of temperature and the NAO index in the changing snow-
related variables in European regions in the period 1900-2010

AnNa KIS! and Rita PONGRACZ!

Abstract

Snow-related variables are analysed in the present paper in the period 1901-2010 on the basis of the ERA-20C
dataset. Relationships between different snow characteristics, temperature and the NAO index are investigated
on monthly, yearly and decadal scales for eight regions within Europe representing different climatic types (i.e.
oceanic, continental, polar) to analyse the differences and similarities between them depending on the climatic
conditions. According to our results, the ratio of snow (i.e. snowfall compared to total precipitation) can reach
1 in winter in the colder, northern regions, whereas it is about 0.6 in the continental areas of Central Europe,
even in the coldest months. During a strong positive phase of NAO more snow falls in the northern regions
of Europe due to the large-scale circulation characteristics. When a negative NAO phase occurs, the tempera-
ture and snowfall anomalies are the opposite in northern Europe. The highest temperature values generally
occurred after 2000, and the snowfall amount was smaller in the first decades of the 21% century compared to
the previous decades. The relationship between temperature and snowfall is the strongest in autumn in the
colder regions; in spring in the continental areas and in winter in the oceanic climate.

Keywords: snowfall ratio, ERA-20C, winter climate, decadal change, regional warming, North Atlantic

Oscillation
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Introduction

Snow cover has impacts in the Earth System,
as it plays an important role in surface energy
fluxes (e.g. ErLis, A.W. and LeathErs, D.]J.
1998) via its high albedo, in atmospheric cir-
culation (e.g. CoHEN, J. and Rinp, D. 1991) and
in catchment hydrology (e.g. ROTTLER, E. et al.
2020) via delaying precipitation towards run-
off. Furthermore, snow determines soil mois-
ture (PETERSKY, R. and HarroLp, A. 2018), soil
water saturation in the first part of the grow-
ing season (Pororova, V. et al. 2016), evapo-
ration (Mirry, P.C.D. and Dunng, K.A. 2020),
and freshwater availability (FoNTRODONA
BacH, A. et al. 2018). It can also moderate soil
temperature, hence snow acts as a ground in-

sulator with the capability of protecting plants
from frost damage (Oxkg, T.R. 1987). Therefore,
it is important to analyse the past tendencies
of snow-related variables, so we can possibly
deal with the simulated future changes and
make adaptation strategies in time.

The Special Report on the Ocean and
Cryosphere in a Changing Climate (IPCC
2019) claims that a general decline in low-ele-
vation snow cover emerged in the recent dec-
ades according to the observations. The snow
extent of the northern hemisphere had a max-
imum in the period 1950-1970; since 1980 a
reduction can be seen. Snow mass also shows
a negative trend based on the ensemble of
six observation-based dataset (Mupryk, L.
et al. 2020). According to the Global Historical

! ELTE, E6tv0s Lorand University, Institute of Geography and Earth Sciences, Department of Meteorology,
Pazmany P. sétany 1/A, 1117 Budapest, Hungary. E-mails: kisanna@nimbus.elte.hu, prita@nimbus.elte.hu
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Climatology Network Daily dataset (MENNE,
M.J. et al. 2012), maximum snow depth de-
creased in many European stations during
the period 1960-2015. This process is clearly
caused by the poleward and upward eleva-
tion shift of snow due to higher temperature
values (Kunker, K.E. et al. 2016). FoNTRODONA
Bacwh, A. et al. (2018) found that mean snow
depth decreased more than extreme snow
depth in Europe from 1951, and these trends
accelerated after the 1980s. Kunker, K.E.
et al. (2016) found that snowmelt starts earlier
in spring, especially at higher latitudes due
to the Arctic amplification (Zuang, J. 2005;
HernANDEZ-HENRIQUEZ, MLA. et al. 2015).

In Europe, continental snow conditions
may be associated with certain large-scale
processes and/or pressure patterns. For in-
stance, Kim, Y. et al. (2013) showed that the
North Atlantic Oscillation (NAO) is related to
European snow cover, especially in January
and February: a negative NAO phase (i.e.
when the meridional pressure gradient over
the North Atlantic region is weaker than
usual) results in a snow cover increase, while
temperature is lower on average.

In those areas where a relatively large
amount of snow accumulated during win-
ter, as the weather gets warmer, it starts to
melt and becomes part of the runoff, thus,
snowmelt-induced floods can occur in spring.
Floods can cause serious damages to the
economy and they may also demand human
lives; the flood-related losses have increased
in recent years (Kunpewicz, Z.W. et al. 2014).
Hydropower can also be affected, as river
runoff conditions may change because of
altered snowfall, snow cover and snowmelt
characteristics (RoTTLER, E. et al. 2020).

Snow can have socio-economical effects
as well, as in European mountains skiing
and winter tourism has a great role. Due to
climate change, winter tourism faces chal-
lenges in many regions as snow period and
snow depth are likely to reduce in the future.
This has quite a great impact on economy
and employment, while hotels, restaurants,
transportation, local businesses, sport equip-
ment sale and rental are also affected. Using

artificial snow can be a solution, but it also
needs specific, appropriate weather condi-
tions (SpaNDRE, P. ef al. 2019), moreover, the
production cost and water usage increase in
this case (e.g. MoRENO-GENE, ]. et al. 2018).
The response of snow-related variables to
temperature and precipitation changes is not
straightforward, it can depend on the local
climatic conditions and elevation (BrRowN,
R.D. and Mortg, P.W. 2009; Brown, L. 2019).
There are several studies focusing on snow-
related changes in smaller, specific domains
(e.g. KLeIN, G. et al. 2016; Pororova, V. et al.
2016; MARrkE, T. et al. 2018), however, as far
as we know, a comprehensive analysis of
different climatic regions based on the same
dataset and time period is missing. Instead
of separate studies for specific regions and
taking into account different time periods,
our aims in this paper are (i) to analyse the
trends of snow-related variables in the 20™
century extended to 2010 and (ii) to investi-
gate how snow is affected by global warm-
ing in the selected European regions. For this
purpose, we use a unified methodology and
a gridded database with time series that are
long enough to detect long-term changes and
processes. Regional anomalies can play im-
portant roles in determining local climates,
therefore, subregions with different climatic
characteristics are selected for this study.
In order to reveal the causality of local and
large-scale processes, the possible relation-
ship between snow-related meteorological
variables and the NAO index is also analysed
with a special focus on the winter half-year.

Data and methods

Time series from the so-called ERA-20C data-
set (Poti, P. et al. 2016) were used. ERA-20C
is designed for climate applications, thus,
it provides global atmospheric data for the
period 1900-2010. ERA-20C is a reanalysis
of ECMWEF (European Centre for Medium-
Range Weather Forecasts) that assimilates
surface pressure and marine wind observa-
tions collected in the Observation Feedback
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Archive (OFA — Herscusach, H. et al. 2015)
of ERA-20C. For the assimilation, ERA-20C
applies a 24-hour 4D-Var analysis (RABIER, F.
et al. 2000). ERA-20C is based on the IFS (Inte-
grated Forecast System) Cycle 38r1 (ECMWF
2013), which contains 91 atmospheric vertical
levels between the surface and the 0.01 hPa
pressure level. The horizontal resolution of
ERA-20C is 0.125° (Poti, P. et al. 2016), which
equals to about 125 km along a meridional.
Overall, ERA-20C is considered to be a reli-
able database generally, which is supported
by the study of Wang, Y. et al. (2017) and
WEeGmaNN, M. et al. (2017) for instance. Ide-
ally, it would be more precise to use obser-
vational data for the analysis, however, on
the one hand, meteorological stations are
not evenly distributed in space; on the other
hand, WeemaNN, M. et al. (2017) showed that
reanalysis data are able to reproduce daily
and sub-decadal snow depth variability well,
but a general overestimation of snow depths
occurs (e.g. in Russia). The main advantage
of using reanalysis data in the snow analysis
is that data are available on a regular grid. In
addition, reanalysis data take into account
satellite data too, which provide a better spa-
tial coverage than interpolated station data.
The monthly means of daily means of the
following variables of ERA-20C were down-
loaded from the public website of ERA-20C
(https://apps.ecmwf.int/datasets/data/era20c-
moda/levtype=sfc/type=an/): total precipita-
tion, snowfall, runoff and 2 m temperature.
The monthly mean of the NAO index was
prepared on the basis of mean sea level pres-

sure of the Icelandic Low and the Azores High
for the period 1900-2010 using the ERA-20C
database. First, normalised sea level pressures
were calculated for the two areas (the region
of the Icelandic Low is defined by 60-62.25°N;
33-38°W, and the region of the Azores High is
defined by 31.75-34°N; 24-19°W). After that,
the difference between them is determined for
each year on a monthly scale.

As there are quite substantial differences be-
tween climate characteristics within Europe,
eight subregions (Table 1 and Figure 1) were
determined for this study, so the potential
local trends of the selected meteorological
parameters can be assessed in the period
1900-2010. We focused on snow-related vari-

0

Fig. 1. Location of the selected regions: dark blue

= northern Scandinavia; blue = southern Scandinavia;

light blue = Finland; light green = northern Great Britain;

dark green = southern Great Britain; red = Alps; brown
= Carpathians; yellow = Carpathian Basin.

Table 1. Regions defined for the analysis

Name Domain Topography criteria, m Number of grid cells
Northern Scandinavia 65-70°N, 10-25°E 500 880
Southern Scandinavia 58-65°N, 5-15°E 1,331
Finland 60-65°N, 20-30°E <200 2,077
Carpathian Basin 44-50°N, 16-27°E 1,088
Carpathians 44-50°N, 16-27°E 500 616
Alps 43-49°N, 5-15°E 1,484
Northern Great Britain 55-60°N, 0-10°W 200 242
Southern Great Britain 50-55°N, 0-10°W 133
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ables, therefore, mainly mountainous areas
(e.g. Alps, Carpathians) were selected for the
detailed analysis, however, two lowlands
(i.e. Carpathian Basin, Finland) were also se-
lected in order to compare elevation-related
differences. We aim to cover the differences
due to the climatic conditions, i.e. northern
near-polar regions with colder characteris-
tics (Scandinavia, Finland), and regions from
the oceanic climate with wet conditions and
relatively low temperature fluctuations (Great
Britain), and from the continental climate
with higher summer temperatures and pre-
cipitation maxima generally occurring in early
summer (Central Europe: Alps, Carpathians,
Carpathian Basin) were selected.

The calculations are based on monthly
values for different time periods, namely,
years and decades. Our analysis considers
the spatial averages calculated for each vari-
able on different time scales (i.e. month, year,
decade, 30-year long period) for the selected
regions. In order to measure the linear de-
pendence between two variables, the Pearson
correlation method was applied, and to de-
termine significance at 0.05 level, p-values
were calculated.

Results and discussion

The present analysis starts with the joint com-
parison of annual cycles in general and recent
changes in monthly values of hydrometeoro-
logical variables. First, the snowfall ratio (i.e.
the snowfall amount relative to total precipi-
tation) is evaluated as a function of monthly
mean temperature. The scatter plot diagrams
of Figure 2 summarise all the monthly val-
ues for 1900-2010, where the last 10 years
are highlighted with different symbols. The
overall patterns clearly show the climatic dif-
ferences of the selected regions, namely, the
British Isles are the warmest among these re-
gions in winter (the average temperature of
the coldest month is higher than -5 °C) and
Scandinavia is the coldest (where the mean
temperature of winter months is often below
-10 °C). Both in Scandinavia and in Finland

(Figure 2, a—c), the snowfall ratio in the winter
months and also in March usually exceeds 0.7,
sometimes it is even close to 1, the theoretical
maximum (which means that all precipitation
falls as snow) and mean temperature varies
between 0 °C and —20 °C due to the geograph-
ic locations, i.e. the vicinity of the polar Arctic.
Snow occurred even in June, when the mean
temperature was above 0 °C, but its ratio is
rather low (< 0.2). In the Central European
regions, namely in the Alps, in the Carpathi-
ans and in the Carpathian Basin, where the
mean temperature is generally higher, snow-
fall mostly occurs only in winter, when its
monthly ratio is greater than 0.6, but rarely
reaches 1 (Figure 2, d—f). Snow also appears
in November and March with a higher ratio
(about 0.5), when temperature varies between
0 °C and 10 °C in these areas and in the Alps
in October, too. In Great Britain, where the
oceanic climate dominates with mild winters,
clearly less snow is likely to occur: the snow-
fall ratio is usually less than 0.4 even in the
winter time period of the year (Figure 2, g-h).

In northern Scandinavia (Figure 2, a), the
smallest ratio of snow in January, April,
November and December occurred in the
last 10 years of the entire 1900-2010 period,
whereas in southern Scandinavia (Figure 2, b),
it occurred in April and November. In 2006,
there were two minimum records of snow-
fall ratio (except for the summer and early
autumn/late spring period): in January in
northern Great Britain (0.02, Figure 2, g) and in
December in Finland (0.15, Figure 2, c), which
highlights the warming effects.

Analysing the monthly temperature values,
the most record high values occurred after 2000,
more specifically, from April to October in the
Alps (Figure 2, e), in January and from May
to July in the Carpathians (Figure 2, f), from
April to July and in October in the Carpathian
Basin (Figure 2, d). April, July and September
were record warm in the British Isles (Figure 2,
g-h), as was October in the northern regions
and May in the southern parts of the domain.
In the northern European regions, December
was record warm after 2000 in Finland and in
northern Scandinavia, where January, April
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and November also
showed record high
values (Figure 2, a—). In
southern Scandinavia,
the highest temperature
values in April and in
November occurred in
2002 and 2005, respec-
tively (Figure 2, b). The
first decade of the 21
century was warmer
in several regions com-
pared to the 20" centu-
ry (WMO 2021), while
in the case of snowfall
ratio, the minimum
record in the northern
regions is associated
with the start and end
of the snow-period.
BranusiakovA, A. et al.
(2020) also found a sig-
nificant increase in air
temperature and a de-
crease in snowfall frac-
tion and snow depth in
Central Europe.

Figure 3 summa-
rises the correlation
coefficients between
the snowfall ratio and
mean temperature.
One expects a strong
reverse relationship
between snow amount

Fig. 2. Scatter plot diagrams
of monthly temperature
and snowfall ratio values in
the selected regions. Each
point represents a specific
month from a year from
the 20" century (1900-2000)
or from the 21 century
(2001-2010) indicated by
‘0’ and ‘x’, respectively.
Different colours are used
for the months as shown at
the top.
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Fig. 3. Correlation coefficients between the time series of monthly snowfall ratio and mean temperature,
1901-2010. Filled and empty symbols represent significant and non-significant coefficients, respectively.

and temperature in winter: the lower the
temperature, the higher the snowfall sum.
Kim, Y. et al. (2013) concluded that overall
snow cover in Europe expands by about 30
percent if the mean temperature decreases
by 2 °C.

We found that the relationship between
temperature and snowfall is significant at 0.05
level from October to May in all the selected
regions (except in southern Great Britain,
where it is true only from November to April
due to the milder climatic conditions — see;
Figure 3). The strongest relationship (with a
negative correlation between —-0.6 and —0.9)
occurs in March, but it varies among the re-
gions depending on the intra-annual temper-
ature distribution and the mean temperature
values themselves. So this spring maximum
occurs earlier (in February) as we get closer
to the ocean, e.g. in Great Britain, and it shifts
to a later time (to April or even May) in the
northern regions with colder climatic condi-
tions. The correlation coefficients are close
to zero when snow rarely occurs (if at all).
Similarly, HEnDERsON, G.R. and LEATHERS,
D.J. (2010) found that temperature and snow
cover extent show a significant relationship,
especially in Central and Eastern Europe,
however, snow coverage generally depends

on specific weather conditions in a complex
way (MarTiN, E. and EtcrEvERs, P. 2005).
According to BEpNorz, E. (2004), the corre-
lation between the annual number of days
with a mean temperature below 0 °C during
1960-1993 and the annual number of snow
cover days is about 0.46 in the European part
of Russia, whereas 0.9 in the north-western
parts of Poland and in the Baltic countries.
In the northern areas, the highest nega-
tive correlation occurs in autumn, but it
is also stronger than -0.7 in most of the
spring months (see Figure 3). In the Central
European regions, the greatest correlation
between temperature and the ratio of snow
occurs in spring, which can be related to
melting, too. The correlation exceeds -0.7
from November to March in the Alps, in the
Carpathians and in the Carpathian Basin as
well. In Great Britain, both in the northern
and southern regions, February shows the
strongest correlation, but also greater nega-
tive coefficient values occur in January and in
March. To conclude: (i) in the colder, northern
regions, the strongest relationship between
temperature and snowfall ratio was found
in autumn when the snow-season starts; (ii)
in the Central European, continental areas
temperature plays the most important role
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in snow-melting, therefore, the highest neg-
ative correlation between the two variables
emerged in spring. Finally, (iii) in the oceanic
climate, the ratio of snow is originally less
(apart from some extreme years), and it oc-
curs only in winter, so the correlation with
temperature was the strongest in winter.

After the monthly analysis, the regional av-
erage snowfall sums and the mean tempera-
tures of the time period from October to May
are presented for each decade in Figure 4. In
northern Scandinavia, greater average snow-
fall sums (360-410 mm) were typical at the
end of the 20™ century, while smaller amounts
of snow (320-330 mm on average) appeared
in the first decade of the 21* century and in
1901-1940. Temperature also displays varia-
tion, but the 2001-2010 decade was warmer by
0.5 °C on average than the warmest decades
(1931-1940 and 1991-2000 with —6.8 °C) in the
20" century. The highest average snowfall
amount (414 mm) occurred in 1981-1990 in
southern Scandinavia. In the first half of the
20™ century, a warmer period emerged, hence
the snowfall amount was less in this region
also. Meanwhile, the warmest decade was
2001-2010 with a mean temperature of -3.7 °C
between October and May (in the 20* century
it was never above —4 °C on average). Finland,
which is mainly lowland, shows similar ten-
dencies to the Scandinavian regions located
more towards West, but with lower snowfall
amount values (maximum ~220 mm) due to
the somewhat stronger continental effect and
the less effective humidity transport of mid-
latitude cyclones following a northern path
(van BesBer, W.J. 1891). Focusing on tempera-
ture, the weather is milder than in northern
Scandinavia, but the warm 2001-2010 period
(>-2 °C) compared to the earlier decades can
be clearly seen in this region as well.

In Central Europe, smaller amounts of snow
and higher temperature values are typical be-
cause of the continental climate and the great-
er distance from the Arctic. In the Alps, the
greatest average snowfall sums (from October
to May), 236 mm and 237 mm, occurred in
1961-1970 and 1971-1980, respectively, when
the temperature was only 1.0 °C and 1.2 °C

on average, the lowest during the analysed
period (Figure 4, d). In the first decade of the
21 century, temperature was record high (2.7
°C) compared to the 20* century and snowfall
dropped to a lower amount (it was less than
190 mm). Other studies focusing on the Alps
also found a decrease in the duration of snow
cover, taking into account the second half of
the 20™ century (e.g. VaLt, M. and CIANFARRA,
P. 2010; KrEIN, G. et al. 2016). This shortening
occurred mainly because of the earlier snow-
melt (by 5.8 days/decade on average).

In the Carpathians and in the Carpathian
Basin, average snowfall (161 mm and 108
mm, respectively) was more substantial in
the colder period of 1961-1970 compared to
the other decades (Figure 4, e-f). The warm-
ing trends of the last few decades appear
clearly: the average temperature was higher
by 0.6 °C in 2001-2010 compared to the warm-
est decade of the 20" century in both Central
European regions. We note that studies high-
lighting this region showed that snow cover
days have been decreased in Austria (MARKE,
T. et al. 2018), Czechia (Potorova, V. et al. 2016)
and Romania (Birsan, M-V. and DumiTrEscuy,
A. 2014), while only minor changes in snow-
related characteristics were detected in Poland
(FaLarz, M. 2004).

Because of the oceanic climate, the least
snowfall occurs in Great Britain among the
analysed regions and the mean temperature
is the highest in the winter half-year (Figure
4, g-h). Similarly to Scandinavia, the mini-
mum amount of snow occurred in the first
half of the 20" century and in 2001-2010 here
as well. Temperature values show a clear in-
crease from the 1960s, but the changes are
smaller compared to the Carpathian regions
with strong continental influence instead of
the oceanic proximity of the Great Britain re-
gions. BRown, I. (2019) also showed that in the
British Isles, the average yearly snow cover
duration decreased in 1980-2010 compared to
1960-1990, especially in the northern locations.

According to Kim, Y. ef al. (2013), a strong
positive phase of the NAO (NAO+) indicates
warmer and wetter conditions than normal in
northern Europe and below-normal tempera-
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ture and precipitation in the southern parts
of the continent. Strong negative phases of
the NAO (NAO-) usually result in opposite
patterns. This is why we also investigated the
relationship of temperature and snow-related
variables with the NAO index for each region.

First, Figure 5 shows the regional connec-
tion between temperature and NAO. For this
purpose, the NAO index and temperature
values are both divided into three groups:
the thresholds are defined by the 33" and
67 percentiles (i.e. the lower and upper ter-
ciles) of the monthly data during the entire
period 1900-2010, and then the intervals of
the NAO index (NAO-1, NAO-2, NAO-3
phases) are paired with the regional tem-
perature conditions (Tx: warm conditions,
Tq: around mean conditions, Tn: cold condi-
tions), thus,resulting in nine groups. The size
of the circles is determined by the number
of cases that belong to the corresponding
group. Since the NAO dominantly appears
in winter, we selected January for this part
of the analysis.

As one can see, in the case of a positive
NAO index, the temperature is usually
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higher than its 67" percentile (considering
the period 1900-2010), especially in south-
ern Scandinavia, in Finland and in southern
Great Britain (> 20 cases; see Figure 5). When
the NAO index does not indicate a specific
phase, the regional temperature is roughly
equally distributed among the three inter-
vals; thus, no significant anomalies can be
detected. In the case of a strong negative
NAO index, lower temperature values are
more frequent (> 14 cases), whereas positive
temperature anomalies are rare, especially
in southern Scandinavia, in Finland and in
Great Britain (in southern Great Britain only
three cases occurred during the 111 years).
Finally, we analysed the connection be-
tween snowfall amount (Sfx: much snow, Sfg:
around average snow, Sfn: little snow) and
the NAO index for January (Figure 6). Clearly
more snowfall occurs during a strong NAO+
phase (NAO-3) in the northern parts of
Europe (especially in southern Scandinavia
and Finland, where the number of cases is
22) because of more precipitation and high-
er temperature values (but still below 0 °C).
When the NAO index indicates a NAO-1
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Fig. 5. Relationship between the NAO index and temperature values in January for each region. The categories
were defined by the lower and upper terciles of the monthly data. The size of the circles is determined by the
number of cases within the corresponding group. Tx, Tg, Tn = for explanation see the text.
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Fig. 6. Relationship between the NAO index and snowfall values in January for each region. The categories
were defined by the lower and upper terciles of the monthly data. The size of the circles is determined by the
number of cases within the corresponding group. Sfx, Sfg, Sfn = for explanation see the text.

case, the snowfall amount is below normal
in the Scandinavian regions (< 42 mm) and
in Finland (< 32 mm). This is explained by
the differences in large-scale circulation pat-
terns during NAO+ and NAO-, namely,
eastern European blocking (resulting in
less precipitation and lower temperature) is
more likely to occur during NAO- (which is
NAO-1), when the polar jet is meandering
with higher amplitude and the zonal flow is
less strong compared to NAO+ (which im-
plies NAO-3) with a less meandering polar
jet and strong zonal flow from the West to-
wards Scandinavia (and northern Europe in
general), resulting in more precipitation and
higher temperature but still below freezing
in winter in the North (Trico, R. ef al. 2002).

A NAO+ phase indicates drier climatic
conditions in Central Europe, so less snow-
fall is likely to occur in the Carpathian
Basin, in the Carpathians and in the Alps. In
Romania, all the investigated snow-related
parameters display a strong negative corre-
lation with the NAO index in winter, which
is due to the fact that positive temperature
and negative precipitation anomalies in

Romania are associated with a high NAO
index (Bojariu, R. and Paviu, D. 2001). On
the contrary, when the NAO index shows
a negative phase, the snowfall sum is above
normal in the Carpathian Basin (> 26 mm), in
the Carpathians (> 36 mm) and in southern
Great Britain (> 6 mm), as more precipitation
is related to the NAO.

Bepnorz, E. (2004) calculated the correlation
coefficients between snow cover in Eastern
Europe and the NAO index and found a
strong correlation in winter, which is statisti-
cally significant West of 30° E. HENDERSON,
G.R. and Leathers, D.J. (2010) also concluded
that there is a strong association (r = -0.591)
between large snow-covered areas and the
negative phase of the NAO in Europe, based
on NOAA (National Oceanic and Atmospheric
Administration) satellite products.

Conclusions
Snow plays an important role in many pro-

cesses and conditions (e.g. surface energy
flux, catchment hydrology, soil moisture,
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freshwater availability, tourism), therefore, it
is important to analyse its characteristics and
changes. Relationships between snow-related
meteorological variables, the temperature in
eight European regions and the NAO index
are investigated in this study for 1900-2010.
The ERA-20C dataset was used for the calcu-
lations, and in order to take into account the
different climatic types, mountainous and/or
plain subregions with continental (Alps, Car-
pathian region), oceanic (Great Britain) and
polar climates (Scandinavia, Finland) were
selected for the evaluation. Temperature and
snow-related variables were analysed on
monthly, yearly and decadal scales, too. To
investigate the relationship between the se-
lected variables and the NAO index, categories
were defined by the lower and upper terciles
of monthly data.

On the basis of the presented analysis the
following main conclusions can be drawn.

(i) Snowfall shows a strong relationship
with temperature; the ratio of snowfall can
reach 1 in the colder, northern regions in
winter, while it is about 0.6 in Central Europe
with a continental climate, even in the cold-
est months.

(ii) Correlation coefficients between the
snowfall ratio and mean temperature are sig-
nificant from October to May in all regions.
The strongest relationship occurs in March,
but it varies among the regions depending on
the temperature. In the vicinity of the ocean
(in Great Britain), this spring maximum oc-
curs earlier, while in the northern regions, it
shifts to April or even May.

(iii) The strongest relationship between
temperature and snowfall occurred in au-
tumn in the colder, northern regions; in
spring in the Central European, continental
areas; and in winter in the oceanic climate.

(iv) Snowfall amount was smaller in the
first decades of the 20" and in the 21% century
as well, compared to the middle of the 20*
century, but temperature clearly shows the
highest values after 2000.

(v) The effect of the NAO appears in
snow characteristics, especially in the win-
ter months because it affects both tempera-

ture values and precipitation amount. The
connection is stronger in Scandinavia, in
Finland, and in Great Britain than in the
continental Central European regions. This
can be explained by the large-scale circula-
tion characteristics during different NAO
phases with more substantial consequences
for regional climatic conditions closer to the
northern action centre of the NAQO, i.e. the
Icelandic low pressure centre.

Temperature clearly rose in the period
1900-2010, and according to climate model
simulations, this trend will continue in the next
decades even if the most optimistic scenario is
taken into account (IPCC 2013). This will cer-
tainly affect snow-related characteristics, but
the changes may not be linear. Therefore, our
ultimate aim is to expand this study with fur-
ther analyses for the future conditions on the
basis of regional climate model outputs.
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Abstract

The research area is located in the Eastern Carpathians, Romania. This region is rich in various formations and
indicates significant potential for paleo-environmental reconstruction. The present research was carried out
on sediment cores collected at lake Bolatau-Feredeu, Feredeului Mountains (Eastern Carpathians, Romania).
Preliminary examination of the sediment confirmed the possibility for data analysis with high temporal reso-
lution. The aim of the research was to clarify and supplement the findings of previous research at this site, to
explore the relationships between proxy parameters and to elucidate the cause for the changes. Core dating was
carried out using #°Pb and radiocarbon isotopes and indicated that sediment cores span the past 500 years. The
research uses a wide range of methodologies, including organic geochemistry with calculated n-alkane indices
(P,,and P__ ). Based on these proxies, the changes of woody and herbaceous coverage in the catchment can be
estimated. Moreover, element concentration, weathering indices and particle size distribution assist to detect
climate changes in the catchment area. The data and conclusions yielded by the analysis were compared with the
regional modelled temperature profile, based on which five periods were separated. In addition to natural and
anthropogenic events, the main factor among the natural processes is the change in annual temperature. Based
on the obtained data, several parameters were found to be suitable for monitoring past temperature changes.

Keywords: deforestation, landscape change, weathering index, n-alkanes, temperature reconstruction,
paleoclimate
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Introduction

Research on paleoclimate and paleo-envi-
ronmental changes ranks among the most
hotly debated topics due to the fast pace at
which environmental conditions are current-
ly changing. The earliest scientific approach

to use lake sediment as an environmental
archive dates back to the early 19" century
(e.g. Lyert, C. 1830). Over time, however,
paleo-environmental research has become an
increasingly complex and multidisciplinary
scientific field supported by a wide range of
methodologies and techniques for investi-
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gating lake sediments. Numerous tools con-
nected to various fields of science (such as
physics, geology, climatology, mathematics,
botany and others) have become available
for lake sediment research (Last, W.M. and
Smor, J.P. 2001.)

The Romanian Carpathians seemingly
abound in areas with significant potential
for paleoenvironmental research, therefore
several studies based on lake sediments have
been carried out to date (e.g. WOHLFARTH,
B.G. et al. 2001; Macvyari, E.K. et al. 2009;
Kearyra, P. et al. 2016; HavLtuc, A. et al. 2019).
The study site selected for this analysis is lo-
cated in Bukovina region, Romania, where
historical records documented substantial
landscape changes throughout the past
centuries, including mainly deforestation
and subsequent land cover / land use shifts
(Barsy, L. et al. 2016). Lake Bolatau-Feredeu is
regarded as one of the Bukovinian Millenial
lakes and is suitable for high-resolution anal-
ysis, based on the findings of previous stud-
ies at this site and in the neighbouring area
(Minprescu, M. et al. 2013, 2016; FLorescu, G.
et al. 2017; Karrix, M. et al. 2018, 2021).

The aim of this work is to analyse the
geochemical and particle size parameters of
lacustrine sediments and interpret the data
in relation to/as a response to climatic and
vegetation changes. We focus on correlations
between each parameter with special regard
to temperature-induced changes. The lipid
biomarker distribution, especially long-chain
n-alkanes, in recent sediments is a useful tool
to detect natural and anthropogenic changes
in the vegetation of lakes and catchment ar-
eas (MevEers, P.A. 2003; EcrLinToN, T.I. and
EcrinToN, G. 2008; KarLik, M. et al. 2018).
Elemental analysis is among fundamental
methods employed in sedimentology, with
XRF measurements becoming widespread
in the last 50 years (ENngsTrROM, D.R. and
Wricar, H.E. Jr. 1984; CouTurg, R.A. and
Dymek, R.F. 1996). Elemental composition
data reflect the organic, vegetation, inorgan-
ic and/or climate changes occurring in the
lake-catchment system, whereas particle size
distribution data are essential for interpret-

ing elemental analytical data. This type of
complex data analysis creates an opportunity
to explore hitherto undiscovered processes,
relationships and help to detect high impact
effects (Das, B.K. and Haake, B.G. 2003; Jin,
Z. et al. 2006).

Materials and methods
Study site

Lake Bolatau-Feredeu (47°37°20.74"'N,
25°25'54.43"E) is located in the south-west-
ern sector of Feredeului Mountains (East-
ern Carpathians, Romania), in the vicinity
of Obcina Feredeului peak (1,364 m a.s.l.)
and pertains to Sadova river catchment
(Figure 1). Sadova stream is a tributary of
River Moldova. The lake formed in the up-
per area of Sadova catchment, at ca. 1,137 m
a.s.l,, subsequent to a landslide event which
dammed the deep, narrow valley head of
Holohosca stream (Minprescu, M. ef al.
2013). The lake surface is only 0.3 ha with an
average 2 m depth in 2010, while the catch-
ment area is ~30 ha. The vegetation cover of
the catchment is composed of various plant
species, among which herbaceous associa-
tions account for 6 ha and Picea abies-domi-
nated forests for 24 ha (Minprescu, M. et al.
2010). The bedrock consists predominantly
of sandstone, and the soil profile depth in-
creases towards the lake. The slope gradi-
ents within the catchment range between
~18° (eastward), ~24° (northward) and ~25°
(southward), whereas the outflow of lake
Boldtau-Feredeu flows to the West.

Core collection

The sediment cores were retrieved in April
2013 using both a Russian corer (core code:
LB-R-01) and a gravity corer (core code:
LB-G-01) from the frozen surface of the lake.
The corer parameters were identical (d =
6.5+/-0,1 cm; S = 33.2 +/-0.6 cm?). Two ad-
ditional gravity cores (core codes: LB-G-02
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Fig. 1. Location of research area at continental scale (A); in the Eastern Carpathian region (B); and a closer view
of Lake Boldtdu-Feredeu (C). The grey dashed line shows the catchment boundary. A site photo is displayed
below the map (KarLix, M. et al. 2018).

and LB-G-03) were extracted using a floating
platform in November 2013. The cores ex-
tracted in April were visually inspected on-
site, described, photographed and sectioned
at 1 cm intervals into pre-labelled plastic
bags (MinpREscu, M. et al. 2016).

Chronology

An initial sediment chronology was estab-
lished for the Boldtdu-Feredeu sequence
based on 8 AMS radiocarbon dates from ter-
restrial macrofossils and validated for the re-
cent section by the double peaks of the *Cs
flux (i.e. mid-1960s: global fallout maximum;
1986: Chernobyl event) (MinDRrEscu, M. et al.
2016). The sediment chronology of the top 24
cm has been significantly improved using by
20Pb chronology (BiHarsi, A. et al. 2018). The

20Pb ages for the top 20 cm (with an uncer-
tainty of the estimated ages below 30%) and
all “C dates were included in the Bayesian
age-depth model using the P_Sequence func-
tion of the OxCal v.4.2 (Bronk Ramskgy, C.
2009) software (Figure 2). The latter was also
employed for the calibration of *C dates to
calendar years in conjunction with the North-
ern Hemisphere IntCall3 (RemMERr, P.J. et al.
2013; dataset: KarLik, M. et al. 2018).

Particle size distribution analysis

Particle size distribution was determined us-
ing a Fritsch Analysette 22 Microtech Plus laser
diffraction particle size analyser, which meas-
ures in the range of 0.08 um — 2.0 mm. Samples
were treated for carbonate and organic matter
removal according to USDA NRCS method
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Fig. 2. Sediment chronology of the Bolatdu-Feredeu sequence. Light (blue) shading shows the 95 percent (68%)
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(Burt, R. 2004). Three aliquots (ca. 1 g) were
taken from each treated sample. Five minutes
of ultrasonic treatment and sodium-pyroph-
osphate (50 g/l) were applied to the samples
in order to allow a complete dispersion of the
specimens. Refractive index and the imaginary
part were assumed to be 1.54 and 0.01 (EsHEL,
G. et al. 2004; VArGa, Gy. et al. 2019). The per-
centages of sand (2,000-50 pum), silt (50-2 pm)
and clay fractions (below 2 pm) were reported
according to a modified United States Depart-
ment of Agriculture (USDA) texture classifica-
tion scheme (KonEerT, M. and VANDENBERGHE,
J.1997).

Geochemical analysis

XREF is widely regarded as a very versatile
and fairly accurate method for elemental
analysis. This method is able to detect ele-
ments in the mass range from fluorine to ura-
nium in solid and liquid samples. The types
of XRF equipment are very diversified and
the detection limits and any other measured
parameters highly depend on the accepted
excitation voltage, measuring time, detection
settings etc. XRF is generally used for soil
and sediments analyses and is a widespread
technique in earth and environmental analyt-
ics (Scaramy, R. 2012).

The samples were measured using a
RIGAKU Supermini wavelength disper-
sive X-Ray fluorescence spectrometer with
Pd X-ray tube 50 kV excitation voltage and
40 anodes current. The EZScan measuring
method was applied for 40 minutes on each
sample to determine elements from fluorine
to uranium (Table 1).

Organic geochemical analysis

The ~78 cm long LB-G-02 core was cut into
12 non-uniform samples. Non-uniform sam-
pling steps were decided based on the pilot
sampling, which suggested variable organic
content. Samples were dried at 40 °C and
subsequently ground, and ~20 g samples

were filled into stainless steel cells. Extrac-
tion was carried out in an Accelerated Sol-
vent Extractor (ASE350) at 75 °C and 100 bar,
using 5:2 chloroform: methanol as solvent.
The samples were run twice to ensure suffi-
cient extraction. The extract was fractionated
via column chromatography into saturated
hydrocarbon (HC), aromatic HC, and resin
fraction. The dominant fraction was resin.
Saturated HC fraction ranged from 1.1 to
5.3 percent of the extracted total organics
(Karrix, M. et al. 2018).

The entire saturated HC fraction was ana-
lysed by gas-chromatography using a Fisons
8000 GC with Flame Ionisation Detector us-
ing the following parameters: injector tem-
perature: 310 °C split: 1:10, DB-TPH 30 x 0.32
x 0.25 column, detector temperature: 310 °C.
The oven was kept at 60 °C for 1 min, then
heated up to 150 °C (20 °C/min), then up to
330 °C (6 °C/min) for 5 min. To avoid the
potential bias due to the variable amount of
saturated HC subsamples, the changes in the
alkane composition were evaluated using
well-known indices calculated as the ratio
between summed peak areas of certain al-
kane groups (Karrix, M. et al. 2018) (Table 2).

Results

Weathering indices curves (CIA, CIW, PIA,
V) show similarity to each other throughout
the entire examined time interval (Figure 3).
From 1500 A.D. to 1776 A.D. the weathering
index values fluctuated around the same
level. The stable period is interrupted by a
negative peak around 1820 A.D. The second
time frame (between 1845 A.D. and 2010
A.D.) starts with a positive peak. After a
short stable period (~55 years), a significant
positive peak can be observed in all charts
(1902 A.D. - 1948 A.D.) followed by a rapid
decline upwards. In the last 55 years the val-
ues have been increasing.

The uppermost 52 cm (~500 years) yielded
enough material for particle size analysis.
Three fractions have been inferred based on
particle size distribution: clay fraction <2 pm,
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Table 1. Calculations of the weathering indices

Index Calculation Reference
CIA [ALO,/(ALO, + CaO* + Na,O + K,0)] x 100 NessrrT, HW. and Young, G.M. 1982
CIW [ALO,/(ALO, + CaO* + Na,O)] x 100 Harnors, L.1988

PIA [(ALO, - K,0)/(AL,O + CaO* + Na,O - K,0)] x 100 | Fepo, C.M. et al. 1995

\ (ALO, + K,O)/((MgO + CaO + Na,0) Vocr, T. 1927

Notes: CIA = Chemical Index of Alteration is interpreted as a measure of the extent of conversion of feldspars
to clays; CIW = Chemical Index of Weathering is identical to the CIA, except that it eliminates K content from
the equation; PIA = Plagioclase Index of Alteration is used to monitor the plagioclase weathering.; V = Vogt's
Residual Index reflect the degradation of clay minerals.

Table 2. Calculations of the n-alkane indices

Index Calculation Reference
P (C,+Cy+CHNC,+C +C, +C, +C,) ZENG, Y. et al. 2007
P 2xC /(C,+Cy) Znu, L. et al. 2008
Notes: P = reflects the relative proportion of waxy n-alkanes; P, = reflect the herbaceous proportion in

the total terraneous plants.
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Fig. 3. Weathering indices and particle size distribution data. CIA = Chemical Index of Alteration;
CIW = Chemical Index of Weathering; PIA = Plagioclase Index of Alteration; V = Vogt’s Residual Index.

silt fraction from 2 to 50 pm, and sand frac-
tion from 50 to 2,000 um. The clay and the silt
fractions accounted for more than 90 percent
of the composition (see Figure 3).

The proportion of the clay fraction ranged
between a maximum of 65.4 percent and a
minimum value of 31.5 percent, thus, cover-
ing a wide range of approximately 34 per-
cent. The data set can be divided into three
main intervals. The first interval (from 1592
A.D. to 1802 A.D.) is characterised by a fluc-

tuation around ~45 percent, with a standard
deviation of 3 percent. The dominant trend is
not visible in this period, whereas four peaks
can be observed in 1607 A.D., 1676 A.D.
(small), 1731 A.D. and 1776 A.D. Between
1607 and 1730 A.D. the values are relatively
low. The second interval spans from 1802
A.D. to 1845 A.D. Within this short period,
both a negative and a positive peak have
been detected. The third interval starts in
1854 A.D. and lasts until 2010 A.D. Between



Karlik, M. et al. Hungarian Geographical Bulletin 70 (2021) (4) 339-351.

345

1984 A.D. and 1994 A.D. the values show a
declining trend with four peaks. (1985 A.D.,
1912 A.D., 1938 A.D. and 1977 A.D.). The
end of the period (from 1994 A.D. to 2010
A.D.) indicates a significant signal of current
changes (see Figure 3).

Silt fraction values commonly vary inverse-
ly compared to clay fraction values. In the first
interval (from 1592 A.D. to 1802 A.D.) values
fluctuate around ~50 percent with a standard
deviation of 2 percent. A dominant trend has
not been detected. However, six significant
peaks can be separated (1592 A.D., 1629 A.D.,
1694 A.D., 1749 A.D., 1802 A.D. and 1820
A.D.). In the second time frame (from 1802
A.D. to 1845 A.D.) the silt fraction decreases
continuously. The third interval spans from
1854 A.D. to 2010 A.D. Between 1984 A.D.
and 1994 A.D. the values show an increasing
trend, whereas the uppermost part (from 1994
A.D. t0 2010 A.D.) has been disturbed as pre-
viously mentioned (see Figure 3).

The percentage of the sand fraction is gen-
erally less than 10 percent throughout the en-
tire sediment sequence under investigation.
The data set can be divided into two main
parts. Between 1592 A.D. and 1820 A.D. the
sand fraction values show high variability.

From 1592 A.D. onwards, after a short de-
creasing period, three peaks have been de-
termined at 1618 A.D., 1650 A.D. (the high-
est) and 1705 A.D., followed by ca. 70 years.
Of relatively low stable values. The ensuing
period covering ~62 years started in 1775
A.D. with a 3.7 percent sand fraction value,
showed an increase up to a maximum value
of 9.3 percent in 1820 A.D., and ended in
1883 A.D. at 1.6 percent. The last time frame
lasted between 1883 A.D. and 2010 A.D. After
a 20-year increase, a declining trend followed
without major fluctuations (see Figure 3).

LOI (Loss-on-Ignition) values range be-
tween 16 and 27 percent in the core. From
1500 A.D. to 1767 A.D., the values have not
shown any significant changes. Following
this stable period, the largest shift can be ob-
served from 16.5 percent (1776 A.D.) to 26.7
percent (1811 A.D.), ensued by a subsequent
drop to 16.3 percent (1838 A.D.). An increas-
ing trend has been detected up to 1902 A.D.,
followed by a stabilisation at around the
previous level (from 1500 A.D. to 1776 A.D.)
(Figure 4).

The P,  index ranges from 0.23 to 0.84 with
a median of 0.47. This index can be used
to study the relative abundance of woody

LOI %] Phw Pwax S [ppm] P [ppm] N-SK [z-scores]
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Fig. 4. Temperature and potential organic material proxies: LOI,
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(published in: Karrik, M. et al. 2018);

S, P, N-SK [z-score temperature proxy] (BUNTGEN, U. ef al. 2013).
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(versus herbaceous) plants reflected by long-
chain alkanes (Znu, L. et al. 2008). The high
values of P, indicate an increased contribu-
tion of herbaceous plants to the sedimentary
n-alkane composition compared to woody
plants. P,  shows an increasing trend from
1500 A.D. to 1662 A.D. ensued by relatively
higher values peaking at 0.61 (from 1562 A.D.
to 1618 A.D.). Subsequent to the peak, P,
drops to the lowest recorded level (0.23) be-
tween 1635 A.D. and 1679 A.D. and then it
is stabilised around 0.47. A remarkable shift
can be observed at 1820 A.D., where P, is
increased by a factor of ~1.7. Less elevated
values (0.72) were determined for the most
recent sediments, however, these are still
well above the values obtained for the sedi-
ment below 1820 A.D. (Karrik, M. el al. 2018).
(see Figure 4).

The P__ index ranges between 0.68 and
0.80 with a 0.73 median. P__ reflects the
relative proportion of waxy hydrocarbons
derived from emergent macrophytes and ter-
restrial plants to total hydrocarbons (ZnENG,
Y. et al. 2007). Therefore, higher P values
suggest a larger input from vascular plants.
The inferred terrestrial contribution fluctu-
ates along the Boldtau-Feredeu sediment
sequence. The P is 0.73 in the lowermost
sample and exhibits some small fluctuations
upwards, dropping to its lowest value at 1635
A.D. Low values were also recorded in the
two upper samples, therefore suggesting a
diminished terrestrial contribution to the
sedimentary organic material during a pro-
longed period of time. The P index recov-
ers at the depth of 1761 A.D. and gradually
increases upwards, reaching the maximum
value in the topmost sample (Karrix, M.
et al. 2018) (see Figure 4).

Sulfur is regarded as one of the most sig-
nificant all-round proxies for lacustrine sedi-
ments and varies throughout the sediment
sequence between ~1,110 ppm and ~5,080
ppm, reflecting the bacterial productivity
and pyrite formation (Gransch, J.A. and
Postuma, J. 1974; Raiswerr, R. and BERNER,
R.A. 1985), as well as the organic matter con-
tent (WERNE, ]J.P. et al. 2003). From 1500 A.D.

to 1620 A.D. the sulfur content of the sedi-
ment changed considerably, whereas, during
the following 150 years, the concentration of
sulfur remains stable at around 1,800 ppm.
The highest peak was recorded between 1785
A.D. and 1838 A.D. showing an increase by
three orders of magnitude. Subsequently, the
sulfur content dropped to the previous level
until present day (see Figure 4).

The phosphorus content originates in the
organic matter of the sediment (Lu, ].]J. et al.
2005) and is involved in many biological
processes, reflecting various factors such
as lake productivity and terrestrial organic
input (EncsTrROM, D.R. and WricnT, H.E. Jr.
1984). The phosphorus content varies be-
tween ~820 ppm and ~1,250 ppm during the
analysed time frame of ~500 years. From 1500
A.D. to 1620 A.D., the values drop reaching
a minimum of 920 ppm in 1592 A.D. In the
following four decades, the decreasing trend
is interrupted by a local peak. After 1618 A.D.
a sudden decline in phosphorus content has
been determined ensued by a short minimum
period (~20 years), subsequent to which the
P concentration remains at lower levels com-
pared to the previous period. From 1761 A.D.
the value decreases, however, at 1820 A.D. a
remarkable peak has been detected, whereas
at 1829 A.D. the P concentration is the lowest
recorded in the core. The phosphorus content
shows an upward trend up to 1938 A.D. en-
sued by a downward trend until 2010 A.D.
(see Figure 4).

N-SK [z-score] data set is a high resolu-
tion modelled paleotemperature proxy to the
Carpathian region published by BoNTGEN,
U. et al. (2013). From 1500 A.D. to 1620 A.D.,
the values show a non-continuous increasing
trend and a relapse dated around 1560 A.D.
Subsequent to 1620 A.D. the value drops to a
minimum between 1630 A.D. and 1650 A.D.
From 1680 A.D. to 1760 A.D. the standard
deviation of the data is higher than before,
with values varying greatly. The ensuing
main period starts with a rapid decline from
1760 A.D. to 1800 A.D., whereas during the
following 200 years. an increasing trend can
be observed (see Figure 4).
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Discussion

Weathering processes in the catchment of Lake
Bolatau-Feredeu

Changes in the weathering conditions have
been studied using four different weather-
ing indices and particle size distribution
data (see Figure 3). From 1500 A.D. to 1776
A.D. the inferred weathering conditions were
relatively constant based on the particle size
values of clay and silt fractions. The sand
fraction peak detected around 1550 A.D. has
not been explained according to the classical
interpretation, which would point to a shift
in weathering conditions due to rainfall ef-
fect etc. In this case, the weathering indices
calculated based on element concentrations
do not show a signal that would confirm the
weathering condition changes theory.

From 1776 A.D. to 1838 A.D. all weathering
indexes and particle size fractions showed rap-
id and significant changes. This effect is concen-
trated within a relatively short time frame with
a sudden decline occurring in just 20 years, in-
dicating a significant shift in the lake-catchment
area system, which has been explained by the
findings of Karrik, M. et al. (2018) regarding
extensive deforestation in the region.

From 1838 A.D. to the present the weath-
ering index values are more scattered com-
pared to the earliest period (1500 A.D. to 1776
A.D.), thus suggesting that the catchment-
lake system was more disturbed likely due
to greater anthropogenic impact. The time
frame spanning from 1925 A.D to 1948 A.D.
deserves special attention as it overlaps with
World War 1L

Environmental changes in the lake-catchment
system

The modelled temperature dataset of the east
Carpathian region (BontGeN, U. et al. 2013)
was compared to the organic and inorganic
proxies, which resulted in the following re-
construction of environmental changes in the
lake-catchment system.

Spread of herbaceous species in the catchment
(~1500 A.D. to 1620 A.D.)

This period is characterised by large variations
in values. The most informative indices were
the n-alkane proxy parameters (P, and P__).
The phosphorus content recorded a high fluc-
tuation, whereas the LOI% and the S content
show similar shapes. P, increased from 0.4 to
0.61, while P___decreased from 0.75 to 0.7. Un-
fortunately, particle size distribution data are
not available for this period. Low fluctuations
in sulfur content and LOI% suggest the lack
of high impact events, which would have sig-
nificantly altered the geographical structure of
the catchment. However, the values indicate a
change in the vegetation of the catchment as
the n-alkane proxy parameters suggest that
the closed forest of the area receded and her-
baceous vegetation settled in the vacant spots.
The phosphorus content shows a disturbed
signal and has a similar shape to the N-SK
record with a 30-year slip. This parameter is
linked to lake water temperature (Kmv, L.H.
et al. 2003.) and biological productivity (WiL-
DUNG, R.E. et al. 1977), therefore the connec-
tion between P content and the N-SK record
is plausible in this source.

The effect of a cold period on the lake-catchment
system (1620 A.D. to 1700 A.D.)

This section of the sediment sequence coin-
cides with a well-documented cold period in
Central Europe (Dosrovorny, P. et al. 2010).
The N-SK temperature proxy indicates the in-
terval with the lowest temperature at around
1639 A.D. The low phosphorus concentration
corresponding to this time period correlates
well with the minimum N-SK index, whereas
P, and P__ drop to their minimum values.
Moreover, the contribution of the sand frac-
tion recorded one of its highest peaks at 1650
A.D. However, the weathering indices have
not changed to a significant extent, therefore
related processes are negligible. The change
in temperature is responsible for the shift of
the primary biosphere in the catchment area,
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with herbaceous species responding more
sensitively to the environmental condition
changes compared to woody species. The
variations detected in the n-alkane proxies and
the phosphorus content (with the latter at a
significantly higher resolution) indicate a fast
cooling period in the area of Bolatau-Feredeu
lake-catchment. The shape of the P content
signal is very similar to the shape of the mod-
elled temperature during the time frame when
the minimum temperature was recorded in
the catchment (from 1629 A.D. to 1650 A.D.).
Herbaceous species, and especially the grass
vegetation greatly influence the particle size
distribution of the terrestrial input. From the
proportion of the sand fraction, it can be de-
duced that the herbaceous cover had declined
between 1620 A.D. and 1650 A.D.

A seemingly stable period in the lake-catchment
system (1700 A.D. to 1780 A.D.)

This time frame spanning ca. 70 years, marks
a period of relative stability in the 18" century.
Based on the available data, the apparent sta-
bility could be attributed in part to the sam-
pling frequency. However, a more probable
explanation is the slow response of this com-
plex system to rapid, short-term shifts lacking
any explicit trend. Whereas the modelled tem-
perature shows significant changes, among the
weathering indices only PIA (which is bound
to the clay and silt fraction) reflects these vari-
ations. The sulfur content and, to a greater de-
gree, the organic matter content (LOI%) both
show a decrease. The phosphorus content fol-
lows the trend of the N-SK temperature proxy,
albeit the resolution of the P curve is higher
than N-SK. P, = drops to a minimum level in
the second part of the period.

Anthropogenic impact on the lake-catchment system
during a cold period (from 1780 A.D. to 1860 A.D.)

Deforestation has been documented in Bu-
kovina (Frorescu, G. et al. 2017) in the area
where the catchment area is located (Kar-

LIK, M. et al. 2018). The multi-proxy analysis
supports a better understanding of the his-
torical evolution of anthropogenic impact in
this catchment and allows for comparisons
with other areas. According to the N-SK
temperature proxy this period was espe-
cially cold. The phosphorus content shows
a similar trend with the exception of a peak
detected between 1811 A.D. and 1829 A.D.
During this period, all proxies displayed
well marked trends. The maximum P value
was reached in the 1820s. The highest LOI%
value is recorded during this period, sug-
gesting high organic material input in the
lake-catchment system. Moreover, a large
sulfur peak (pointing to an anoxic zone)
was detected, thus indicating high organic
content. All weathering indices recorded
unprecedented minimum values, with the
clay fraction peak conforming to the trend
of the weathering indices. Conversely, the
sand and silt fractions show marked peaks.
The n-alkane proxy parameters (P, andP__)
indicate significant changes; however, as the
sample at this depth covers a large time in-
terval, only the change itself was considered.
Based on the examination of all parameters
the deforestation started around ~1811 A.D.
and went on for a decade. The effect of forest
removal coupled with the major disturbance
undergone by the soil modified the total lake
— catchment system. The high organic input
to the lake originating in the catchment most
likely destabilised the lake balance. Subse-
quent to 1829 A.D. a new vegetation compo-
sition began to form.

Modern landscape changes in the catchment
(1860 A.D. to 2010 A.D.)

The deforestation documented during the
early 19" century marked the onset of change
in the Bolatau-Feredeu lake-catchment sys-
tem. Some of the parameters recorded un-
precedented levels or were evolved accord-
ing to new trends. The silt and clay fraction
balance was constantly shifting in the direc-
tion of the silt, with the exception of the last
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20 years when high fluctuation became prev-
alent, whereas the sand fraction stabilised at
a lower level. Based on these data, it can be
asserted that continuous transformation is
taking place in the catchment. The fluctua-
tion of the weathering indices was not con-
sistent, which could be linked at least in part
to human activity. The human impact was
confirmed by the peaks recorded by weather-
ing indices during World War II. LOI% and
the sulfur content showed systemic repeti-
tion with coinciding peaks of these two pa-
rameters. The phosphorus content is compa-
rable to the temperature model throughout
this period, with the exception of the last 50
years when the P content trend deviates from
N-SK. Thus, it can be argued that P content
can be used to monitor the temperature. Al-
though during this time frame the n-alkanes
proxies were measured only in two samples,
they are still effective parameters, suggesting
that organic productivity in the catchment
is much higher than before. In the first sam-
ple covering the period subsequent to de-
forestation in the catchment the herbaceous
contribution is much higher than the woody
content, which is a typical finding. However,
the second sample which represents the end
of the 20™ century, shows the next step in af-
forestation, a decrease in herbaceous plants
and an increase in woody vegetation.

Conclusions

In this study, a multi-proxy analysis was car-
ried out, comprising both organic and non-
organic proxies, in order to highlight the
importance as well as the disadvantages of
n-alkane biomarkers, and the connections be-
tween proxies and temperature. Based on the
data, we have concluded that the phosphorus
concentration and the P,  n-alkane proxy are
the most promising temperature proxies at
this study site and should be further studied
in terms of their potential for past tempera-
ture reconstruction. Analysis of indices from
multiple sources is essential for avoiding mis-
interpretation of data and allows for a more

in-depth understanding of the paleoenviron-
ment as a biological and inorganic system.
Our study provided sufficient solid data to
reconstruct the paleoclimate and vegetation
changes in the catchment area.

The data interpretation suggests that be-
tween ~1500 A.D. and 1620 A.D. herbaceous
species replaced the closed forest vegetation
in the catchment area based on n-alkane dis-
tribution, corroborated by LOI, sulfur and
phosphorus variations.

The effect of the well-documented cold
period between 1620 A.D. and 1700 A.D.
can be detected in the Bolatau-Feredeu lake-
catchment system. Based on P, and P__, we
inferred that bio-production in the catchment
area decreased drastically, which is further
reflected by the sand fraction peak and low
phosphorous content. Phosphorous data
suggests that the coldest period occurred
between ~1629 A.D. and 1650 A.D.

An apparent stable period was docu-
mented between1700 A.D. and 1780 A.D.
with only a slight decrease of herbaceous
contribution, presumably caused by the
undisturbed growth of the woody species.
However, rapid changes may influence her-
baceous vegetation without significantly
impacting woody plants, thus resulting in
decreasing herbaceous contribution.

The signal of the cold period (1780 A.D.
to 1860 A.D.) can be observed in the N-SK
data and the phosphorus content. Earlier
studies documented an anthropogenic de-
forestation event in the area (Karrix, M.
et al. 2018) based on organic proxies, albeit
the exact date has not been determined. The
non-organic datasets, especially the phos-
phorus and sulfur contents, the sand fraction
distribution and the calculated weathering
indices, helped to accurately understand the
course of the event. Therefore, during this
cold period the forest removal started around
1811 A.D. and finished around 1820 A.D. In
this short period a large amount of organic
matter was delivered into the lake from the
catchment area. This significant deforestation
was further reflected in the changing weath-
ering conditions.
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The time period spanning from 1860 A.D.
to 2010 A.D. differs from the earlier periods
in that human activity in the area has become
an additional factor in the lake-catchment
system. However, the human impact in the
area is somewhat limited, as the Bolatau-
Feredeu catchment is located in a relatively
remote area, nearly entirely forested, under
conservation status (NATURA 2000 frame-
work). The anthropogenic effect was con-
firmed by several parameters, such as LOI%,
the S content and the weathering indices. The
vegetation showed various stages of natural
forestation during this period: first, the her-
baceous contribution increased in the catch-
ment area, then it was displaced by woody
vegetation.
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Green infrastructure-based hydrological modelling, a comparison
between different urban districts, through
the case of Szeged, Hungary

Axos Kristér CSETE! and Acnes GULY AS!

Abstract

Because of the climate uncertainties caused by climate change and the growing urban areas, today’s cities face
new environmental challenges. The impervious artificial elements change the urban water cycle. Urban districts
with inadequate water infrastructure and treatment can be a major source of environmental risks, like urban
flash floods. Modern cities need to be prepared for the changing environment in a sustainable way, which can
be realised with the help of green infrastructure. The primary role of the green infrastructure is mitigation,
such as surface runoff reduction and retainment. The aim of our research is to examine urban district scale data
about the role of green infrastructure in urban water management. Hydrological models can provide adequate
data about the surface runoff, infiltration and the mitigating effect of vegetation (interception and evaporation).
We compared two significantly different urban districts (dlowntown and housing estate area), based on land
cover and vegetation data. The analysis of the districts of Szeged (Hungary) suggests that the vegetation can
significantly contribute to the reduction of surface runoff. Differences between these urban districts can be
quantified, thus, these data can serve as a basis for urban water management planning processes.

Keywords: green infrastructure, i-Tree Hydro, nature-based solutions, sustainability, water management,

urban hydrology
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Introduction

The hydrological parameters of urban areas
are undergoing significant artificial changes,
which can be traced back to a variety of rea-
sons (FLeTcHER, T.D. et al. 2013). The pave-
ment materials and sewer systems change
the properties of surface and groundwater.
As a result of preferred impervious surfac-
es, the amount of surface runoff increases,
in contrast to the storage and the residence
time (RopriGuez, F. et al. 2008; MEjia, A.L. and
MocreN, G.E. 2010; KjeLpseN, T.R. et al. 2013;
Samoutl, S. and Ozger, M. 2020). Examining
these processes is timely, as urban spatial and
population growth is a fundamental trend in
the 21 century (UN 2013; WiLsy, R.L. 2019).

The flood hydrograph of the predominant-
ly artificially paved areas changes drastically,
for which reason is short travel time and in-
tense flood waves can be expected (SHUSTER,
W.D. et al. 2005; Lu, W. and Qin, X. 2020).
Weather extremes that are intensifying as a
result of climate change, such as heavy rain-
fall events, urban flash floods and droughts,
are also having an impact on urban areas
(van pE VEN, F.H.M. 1990; Scamrrt, T.G.
et al. 2004; Jua. A.K. et al. 2012).

Each part of the city may have significantly
different land cover, so for example, the pro-
portion of vegetation largely determines the
efficiency of mitigation (Figure 1). The study
of the various hydrological processes ongo-
ing within districts characterised by different
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Fig. 1. Hydrological processes of different urban land cover

(based on FISRWG 1998)

land cover structures is especially important.
In order to install a drainage system with a
high enough capacity to meet the demands
of its city, knowledge about the expected vol-
ume of district level runoff, evaporation and
infiltration are paramount (THORNDAHL, S.
et al. 2006; L1, C. et al. 2018). In addition to the
artificial geometric elements (buildings, sur-
face infrastructure), the different land cover
and surface morphology of the districts are
shaped by the urban vegetation (RoMNEE, A.
et al. 2015; SALVADORE, E. et al. 2015).

Urban green spaces have multiple positive
social and ecological effects on a city and its
residents (KoLcsAR, R.A. et al. 2021). Among
the elements of green infrastructure — due to
their size — the trees should be highlighted,
which can also have a significant impact

cecececececececcecce
ccecececececceccece
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ral tools used in the place of
grey infrastructure, urban
water management can
be made more sustainable
and cost-effective, as well
as a more liveable envi-
ronment for the citizens.
By combining green infra-
structure with traditional
elements, complex solu-
tions can be created which
have the potential to reduce
extreme and unwanted im-
pacts (Liu, C.M. et al. 2015;
BerLAND, A. et al. 2017; PrubEencio, L. and
Nut, S.E. 2018).

Knowledge of district level processes
is also essential because most sustainable
urban water management systems also fo-
cus on tackling problems at the local level.
In addition to sustainable systems such as
Low Impact Development (LID), Sustainable
Urban Drainage Systems (SUDS), Water
Sensitive Urban Design (WSUD), newer ini-
tiatives (Sponge cities) are building on the
need to address water-related problems on
local levels (Dietz, M.E. 2007; FLETCHER, T.D.
et al. 2015; Liu, C.M. et al. 2015; PaLLa, A. and
GNEcco, 1. 2015; Mak, C. et al. 2017). As a part
of the sustainable urban water management
systems, in addition to the importance of
green infrastructure, it is necessary to em-
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phasise the role of blue infrastructure. Blue
infrastructural elements can be basically
defined as the natural or semi-natural ele-
ments of the water network, which can also
be found in urban environments (Haasg, D.
2015; Brears, R.C. 2018). These natural in-
frastructural elements can be applied at the
system level — the so-called nature-based so-
lution (NBS) — which is outstandingly popu-
lar in today’s urban planning (FRANTZESKAKI,
N. 2019).

The main goal in our research was to use
hydrological modelling to examine districts
with different land cover and to compare the
hydrological processes taking place in their
area, with a special focus on the role of vege-
tation in reducing runoff. In urban areas, due
to the complexity and diversity of the envi-
ronment, it is important to use a model that
prioritises vegetation not just as a land cover
class (Javasooriva, V.M. and Ng, A.W.M.
2014; ParparLarpO, V. et al. 2017; CoviLLE, R.
et al. 2020). In addition, it is important that the
extent of surface runoff is handled accurate-
ly and exactly by the model. Based on these
considerations and our previous research, the
USDA Forest Service i-Tree Hydro (version 5)
model was chosen (Nowak, D.J. et al. 2018).

Study sites and data

The study sites are located in Szeged,
which is the central city of the Southern
Great Plain Region of Hungary (168,000
inhabitants) (KSH 2013). The area is char-
acterised by high sunshine duration and
relatively low rainfall (the region is one of
the most arid areas in the country). Con-
sequently, the area is heavily exposed to
drought during the summer, which can be
interrupted by intense rainfall (BarTHOLY, ].
et al. 2014; SABrTZ, J. et al. 2014; MEz6s1, G.
et al. 2016). Because of climate change, a more
extreme distribution of summer precipitation
is predicted (BaLAzs, B. et al. 2009). The annu-
al precipitation of 2015 — which was the base
year of the modelling — was 450 mm, (slightly
below the annual average) in Szeged.

The area of Szeged was significantly trans-
formed by the “big flood” in 1897, as a re-
sult of which a new radio-centric plan was
formed. This design has significantly influ-
enced the future urban planning processes
(UNGER, J. and GAr, T. 2017).

One of our study sites is located in the
strongly built-up downtown (further on in
this document: Sitel), while the other is locat-
ed in the outer, housing estate part of the city
(further on in this document: Site2), which is
a typical cityscape in larger Hungarian cities
(Figure 2, Photo 1). Study sites with distinct
building geometry and green space coverage
provide a good basis for detecting and quan-
tifying the various hydrological properties
that are present within the city. The selection
of the study sites was based on the system of
Local Climate Zones (LCZ) in Szeged (UNGER,
J. et al. 2014). In order to delineate these areas,
a number of aspects are taken into account,
such as land cover and surface geometry,
which also indicate the expected hydrological
conditions of the area. Being similar in size
was one of the primary factors of the study
site selection. Due to the alignment to the
road network and buildings, however, there
are still differences between these areas re-
garding their size. In order to avoid bias due
to spatial differences, the data for the larger
study site (Site2) were projected onto the size
of the smaller sample area (Sitel) (Figure 2).

Sitel is located in the downtown region,
hence it is dominantly characterised by im-
pervious area at the expense of green areas
(LCZ 3) (UNGER, J. et al. 2014). A significant part
of these green areas are alleys, but two larger
urban parks are also present on the study site.
The total area of the study site is 60.7 ha. The
rate of impervious area is 61 percent (81%, if
the impervious surfaces under the tree canopy
are included), and the tree canopy coverage is
31 percent of the area, while the herbaceous
cover is around 7 percent (Figure 3 and 5).
The annual precipitation is 450 mm, which
means 273,268 m?® of rainfall fell on Sitel.

Site2 is located in the north-eastern part of
Szeged (LCZ 5), which can be characterised
by midrise buildings and larger open spaces
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Fig. 2. The spatial location of Szeged and the orientation of the study sites within the city

Photo 1. The spectacle in the study sites: Sitel (A), and Site2 (B). (Photo taken by the authors)
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(UNGER, J. et al. 2014). The total area of Site2
is 65.3 ha. The open spaces are covered with
herbaceous and woody vegetation. The pro-
portion of the impervious area is 41 percent

(63%, if the impervious surfaces under the tree
canopy are included). The tree canopy covers
43 percent of the area, while the herbaceous
coverage is considerably more (14%), than in
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the case of Sitel (Figure 4 and 5). In 2015 ap-
proximately 294,013 m? of rainfall fell on Site2.

These data show notable differences be-
tween the study sites in land cover, which
also predicts differences in the hydrologi-
cal processes (Figure 5). Site2 is a typical

[l 80 o
Land cover class

[ Impervious
[ Shurbs
[ Tree canopy
[ Herbaceous
] Sl

housing estate area. Since housing estate
areas are present in virtually every city in
the post-socialist countries, this study may
potentially provide useful information not
only for Szeged but also for most cities in
Central and Eastern Europe.
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Fig. 4. Land cover proportion in Site2
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Fig. 5. The land cover proportion of the study sites
and the cover beneath under tree canopies
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Methods

For the modelling of the hydrological pro-
cesses, the USDA Forest Service i-Tree Hydro
model (in the following: Hydro) was used.
Unlike any other similar models, Hydro has
the advantage to focus on vegetation in the
urban environment. It can be used for a more
accurate investigation of the relationships
between precipitation and vegetation. The
results can provide data on surface runoff
(and its distribution on different surfaces),
vegetation processes (interception, evapo-
ration) and infiltration (WaNg, J. et al. 2008;
HiraBavasHI, S. and EnpreENny, T.A. 2016).
Since i-Tree Hydro was optimised to study
areas within the United States, its adaptation
to European cities had serious limitations.
The model calculates the outputs based on
three main groups of input data: meteoro-
logical, land cover, and soil data (Wang, J.
et al. 2008; HiraBAyYAsHI, S. and ENDRENY, T.A.
2016). The basic data of the model are from
2015. The main parameters of meteorological
data include liquid and solid precipitation,
wind speed, air temperature, dew point and
net radiation. The inputs come from compre-
hensive databases and have undergone mul-
tiple processing (i-Tree 2016). The meteoro-
logical data is provided by the Department
of Climatology and Landscape Ecology of
Szeged and the Szeged synoptic station.
One of the most important databases in the
model contains the land cover categories of
the study sites. To this end, it is necessary
to classify land cover into six classes: im-
pervious areas, trees, shrub vegetation, her-
baceous vegetation, soil and water surface.
Furthermore, it is necessary to define the
land cover beneath the tree canopy accord-
ing to impervious and pervious categories (i-
Tree 2016). In order to define the land cover
categories, eCognition 9.1. software was used
through performing segment-based multi-
resolution classification. The designation of
the categories was divided into two stages.
In the first stage, the traditional land cover
categories were specified. To create the basic
categories, a 4-band Ultra Cam X orthophoto

(2015) with a geometric resolution of 0.4 m
was used. In addition to the orthophoto, a
digital surface model (DSM) from 2015, a
normalised digital surface model (nDSM)
and a digital elevation model (DEM) were
also utilised as additional data (Lechner
Knowledge Center, 2015). An NDVI vegeta-
tion index map derived from the orthophoto
was used to refine the vegetation categories.
In the first step, multi-resolution segmenta-
tion was used on the orthophoto and the oth-
er additional data (DSM, NDVI etc.) to create
the basis of the classification. In the next step,
with the help of the NDV], the data was sepa-
rated into two main classes: vegetation and
non-vegetation classes. After this step, the
water, soil, and impervious categories were
delineated with the use of different limit
values and manual classification. We also
used a building database of Szeged to filter
out buildings (Department of Climatology
and Landscape Ecology of the University
of Szeged). For better differentiation within
the vegetation category, we used DSM and
nDSM data. With the help of these, the three
different vegetation types (trees, shrubs, her-
baceous vegetation) were delineated based
on their height. In the next step, the catego-
ries beneath the tree canopy were classified.
A 3-band orthophoto from 2011 with a geo-
metric resolution of 0.1 m (Department of
Geoinformatics, Physical and Environmental
Geography of the University of Szeged) was
used to categorise the surface under the tree
canopy. In this step, only the surfaces under
the tree canopies were used. For this deline-
ation, we relied on manual classification in
eCognition. The result of these two classifi-
cation processes was a high-precision land
cover category map, completed by a high-
precision sub-canopy database (Figure 6).
For the third input category, it is necessary
to provide pedological data, which were de-
rived from the data of a field survey (FgjEs,
I. 2014). Regarding the physical soil type,
there are only minimal differences between
the two study sites, meaning that based on
the data, the soil of both sites can be defined
as sandy clay loam. Differences occurred in
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Input data

the runoff of impervious as

well as pervious surfaces

Object-based land Local
cover meteorological
categorization databases

supplemented by the base-
flow (WaNGg, J. et al. 2008).
Infiltration can also be

concluded from this data.

\GIS databases / Literature data
|
I

Taking into account the

dD ¥ l land cover data and the soil
ot corer Meteoroogica data, the model also c.alcg-
lasses for and potential Supplementary Soil data lates the volume of infil-
Study sites evapf%f:“o" data trated precipitation (using

\T/ the Green-Ampt infiltra-

) X tion equations). The role of
:ITrggervious - Airtemperature :lﬂ_oﬁda ~Soiltypes vegetation can be shown
Shrub Cjﬁf&’;g:;‘é’" Leafonday ~Depthof by interception, evapora-
s -Dewpoint W e tion, and surface storage.
-Soll e These processes can be di-

Surfaces under
tree canopies

\

vided into trees and short
vegetation (which includes

Model running

Optional land
cover scenarios

Y

herbaceous and shrub veg-
etation) (SHUTTLEWORTH,
W.]J. 1992; WaNg, J. et al.
2008; HiraBaYAsHI, S. and
EnbpreEny, T.A. 2016) (see

Figure 6).

Modeling result and analysis

Optional
scenario -
analysis

L] Results

- Surface runoff

= Runoff on impervious surfaces
= Runoff on pervious surfaces

- Infiltration

- Vegetation related results
(by trees and short veg.)

< Interception

= Evaporation

=Surface storage

Runoff-related results

Fig. 6. The structure of the assessment and the modelling results

the depth of the root zone (Sitel 50 cm, Site2
100 cm). Besides that, there are some other
necessary soil inputs that need to be added
to the model (surface hydraulic conductiv-
ity, initial soil saturation condition), and in
the advanced options, more attributes can
be added (e.g. transmissivity at saturation,
pervious/impervious depression storage,
transmissivity at saturation, soil macropore
percentage etc.). The soil data affects the vol-
ume of runoff and infiltration, so specifying
them accurately is paramount.

The most important output data is the total
runoff, which consists of three components:

The total runoff was estimat-
ed to be 140,595 m? in Sitel
(51% of the total precipita-
tion) and 120,643 m? (44% of
the total precipitation) in Site2. These results
imply a relationship between total runoff and
the land cover structure. The total runoff of
the study sites per month shows a similar rate
(mostly lower in Site2, with the exception of
October and November) (Figure 7).

By looking at the subcategories of the run-
off of the study sites, significant differences
can be detected. The runoff of Sitel is deter-
mined by runoff on the impervious surfaces
each month. The runoff of the impervious
surfaces during the year shows a broadly
uniform picture, with the exception of the
months with low precipitation. The propor-
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o 0mh;/n VI XX XX it flows on pervious surface
Dstel  BSte) - - - Rainfal (Table 1). The infiltration
rate is 35 percent, meaning
Fig. 7. Total runoff per month in study sites
tion of the baseflow increased in December 100
and April compared to the other components ®
of the total runoff (Figure 8). 8 .

In the case of Site2, due to the different ,570 . 7 ~
land cover structures (higher proportion of £ o z
pervious surfaces), different runoff ratios are 250 \ hEy §
observable. In this case as well — similarly to = :2 \ / =
Sitel — months with low rainfall are the ex- N T -
ceptions. During these months, the ratio of o H l
the baseflow relative to the other components .

of the total runoff is higher than in the case of
the other months. These months are respec-
tively April, July and December (Figure 9).
The differences between the two areas are
also reflected in the total volume of runoff
throughout the year. Sitel has a higher run-
off rate due to lower vegetation cover, lower
pervious surface ratio and, thus, less effi-
cient infiltration than Site2. In Site2, there is
7 percent less runoff during the year, which
means approximately 20,000 m?difference.
In the runoff of pervious and impervi-
ous surfaces, an opposite ratio can be ob-
served between the two study sites, which
is also due to the differences in land cover.
Infiltration is also higher due to the higher
proportion of pervious surfaces Site2. Due
to its high building coverage, sparse vegeta-
tion and, thus, infiltration rate, Sitel in the
downtown has significantly more surface
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Fig. 8. Runoff subcategories at Sitel per month
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Fig. 9. Runoff subcategories at Site2 per month
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Table 1. The runoff-related results by study sites

Processes, m3 Sitel Site2 Site2 original
Total runoff 140,595 120,643 129,802
Baseflow 1,936 2,622 2,821
Runoff on pervious surfaces 57,304 82,435 88,693
Runoff on impervious surfaces 81,355 35,586 38,287
Infiltration 78,416 94,703 101,892
Precipitation 273,268 273,268 294,013

a larger volume of precipitation infiltrates
in this case (Figure 10). According to the
preliminary assumptions, the hydrological
conditions in Site2 are more favourable from
the point of view of water management. In
Sitel, water management development is
also hampered by the fact that the densely
built-up urban structure is hard to modify, so
there is little chance that large-scale changes
can be made in the area.

160 000

140000 —
120000+
“Z 100000
2 80000-
2 60000
40000
20000 ﬂ
0 Total runoff Runoffon  Runoff on impervious  Infiltration
pervious surfaces surfaces
3 Site] == Site2

Fig. 10. Summarised runoff-related processes by
study sites

Vegetation-related results

The role of vegetation in hydrological pro-
cesses was investigated through two vegeta-
tion categories. One is the short vegetation
(which includes herbaceous and shrub vege-
tation), and the other is the trees. Due to their
size, as well as their structural and spatial
proportions in the study sites, trees play a
key role in modifying hydrological process-
es. The proportion of trees is significantly

higher in Site2 than in Sitel, which predicts
higher interception and evaporation values.

Due to the higher tree canopy coverage,
a larger volume of precipitation fell on the
tree canopy in the case of Site2, with al-
most 35,000 m®. The volume of interception
for Sitel is 10,502 m® (3.8% of the total pre-
cipitation) and 14,759 m? (5.4% of the total
precipitation) for Site2. It is observable that
the larger extent of the tree canopy cover
makes a higher amount of interception pos-
sible. Consequently, housing estates located
in more open areas have a fundamentally
higher green infrastructural value than
downtown areas (Figure 11). Evaporation
shows similar proportions. According to the
calculation method of the model, captured
rainwater completely evaporates from the
surface of the vegetation.

Due to the ratio of short vegetation’s struc-
tural properties (less surface area to retain
precipitation), less water is absorbed, re-
sulting in milder evaporation. In the case
of Site2, the interception of short vegetation
was 2,020 m® (0.7% of the precipitation of

140000
120000+ —

100 000
80000

Volume (m’)

60000
40000+
20000

| I o | O

Evaporation by tree  Interception by tree

Precipitation on
tree canopy

= Site] =3 Site2

Fig. 11. Tree-related processes by study sites
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the total area), while in the case of Sitel it
was only 1,030 m?® (0.4% of the precipitation
of the total area). Based on these, it can be
seen that the interception of the study sites is
fundamentally influenced by the trees, while
the short vegetation — due to their smaller
surface area — has a less important role in the
process. Due to the difference between the
study sites, vegetation’s contribution to rain-
water retention is much higher in the hous-
ing estate area than in the denser, downtown
study site (Figure 12).

The monthly volume of interception is
primary based on precipitation, the length
of vegetation period (between 200 and 215
days — RoTzER, T. and CamieLEwski, F.M.
2001), however, also influences its change.
Comparing months with high precipitation in
different seasons (e.g. January, May, August
and October), clearly visible differences can
be detected. In January and August, while the
amount of precipitation was almost the same
(58-62 mm), interception differed by almost
twice as much (Figure 13 and 14). In August,
due to the active vegetation period, the veg-
etation was able to retain precipitation at a
much higher rate than in January with almost
the same volume of precipitation. Similar
trends are observed between October and
May with the former having higher precipi-
tation associated with a lower interception
rate compared to the latter.

Interception efficiency (the proportion of
withheld rainwater relative to the total fallen
precipitation) is higher the more arid a month
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Fig. 12. Short vegetation-related processes by study sites
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is (Figure 15). This phenomenon is caused by
the fact that in the case of lower precipitation
volume and intensity, the storage capacity of
the tree canopy does not reach its maximum,
while in the case of a large volume of precipi-
tation, the canopy becomes saturated. The
leaf storage maximum values are the highest
in the vegetation period (Figure 16). When
the tree canopy reaches the maximum stor-
age capacity, excess precipitation will not be
stored, thus, worsening the precipitation-
interception ratio (see Figure 15 and 16).

By looking at the interception efficiency, it
can be seen that these values are mostly high-
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er during the vegetation period (additionally
in December as well, when the precipitation
is minimal), resulting in the volume of in-
tercepted water by the vegetation in a larger
proportion during the vegetation period (see
Figure 15).

Discussion

Results showed notable differences in the hy-
drological processes between the study sites
meeting the preliminary expectations of the
study. Runoff and infiltration are greatly in-
fluenced by the differences in the ratio of the

various land cover types, as noticed in other
researches (Suuster, W.D. et al. 2005; Li, C.
et al. 2018; Zuang, N. et al. 2018).

In the city centre (Sitel) — characterised by
a higher ratio of impervious areas — the sur-
face runoff is higher than in the open, hous-
ing estate part of the city. This is caused by
the higher proportion of impervious surfac-
es, such as lower infiltration rate and lower
vegetation cover, similarly to the results of
Ly, C. et al. 2018. The difference is 7 percent,
which means nearly 20,000 m® of rainwater
per year. The infiltration is higher in Site2
due to the higher ratio of pervious surfaces
Brun, S.E. and Banp, L.E. 2000; JacoBsoN,
C.R. 2011). In Sitel the infiltration is only 29
percent of the precipitation in contrast with
Site2 where the infiltration is 35 percent of
the precipitation.

In the study site with high vegetation cover-
age (Site2), trees contributed to the lower val-
ue of surface runoff through interception. Tree
canopy induced total runoff reduction has
an important role in support of urban water
management systems by making the surface
flooding and sewerage network overloading
events less frequent in this area. Among the
vegetation elements, trees contribute the most
to the reduction of runoff. This is caused by
their size and structural parameters (BERLAND,
A. et al. 2017), as well as by their ratio within
the study site. The interception efficiency of
vegetation is the highest during the vegetation
period, but the influence of the time distribu-
tion and amount of precipitation are not neg-
ligible either. In Site2 the interception of short
vegetation is 2,020 m® while the interception
of the trees is 14,759 m?, in opposition to Sitel,
where the interception of short vegetation is
1,030 m® while the interception of the trees is
10,502 m3. Due to the difference between these
sites, vegetation’s contribution to precipita-
tion retention is higher in the housing estate
area than in the downtown study site (L1, C.
et al. 2018).

There are not many available studies with
i-Tree Hydro in urban areas, furthermore,
these studies investigated significantly larger
study areas than ours. A research in Bogota
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(Colombia) investigated a study area of
33.26 km?, and in another assessment in Luohe
(China) a 75.2 km?study area was chosen. In
contrast with these the study areas in our as-
sessment are 0.65 km? and 0.6 km? (Bautista, D.
and PeNa-GuzmAn, C. 2019; Song, P. et al. 2020).
In the assessment of Song, P. et al. (2020), sce-
nario analysis was used. They ascertained the
increased proportion of green spaces could re-
duce the surface runoff. This is in line with our
findings that the study site with a larger green
cover has better water management properties.
They highlighted that the vegetation, as part of
the green infrastructure, has positive effects on
runoff reduction, but on its own, the vegeta-
tion/green spaces do not have enough capacity
to avoid urban flooding. Based on our assess-
ment, we can also conclude that vegetation
decreases surface runoff; however, with the
increase of permeable surfaces, the efficiency
of runoff mitigation can be further enhanced.
Song, P. et al. (2020) divided the interception ef-
ficiency investigation of trees into two groups.
Leaf-on period during the year means the veg-
etation period, while the leaf-off period means
the phase when the vegetation is in a bare state.
Song, P. et al. (2020) stated that the interception
efficiency is higher in the vegetation period,
which coincides with our results. Bautista, D.
and PeRa-GuzmAN, C. (2019) also highlighted
the necessity for permeable surfaces. In their as-
sessment, the increment of permeable surfaces
under tree canopies had a significant improve-
ment in surface runoff reduction. This fact is
of key importance because in the case of the
study sites of Szeged, the impervious surfaces
beneath tree canopies have a high proportion,
which needed further investigation.

The study sites of Szeged have different
characteristics, and therefore need different
management and green infrastructure de-
velopments. The SC1 is characterised by im-
pervious areas and dense building coverage.
There are many old buildings and a narrow
road network between them. This structure
fundamentally determines and limits devel-
opment opportunities. The buildings cannot
be demolished, nor can geometric structures
be changed. Therefore, developments are

limited to a smaller scale. Smaller-scale green
infrastructure and sustainable water manage-
ment tools have various forms. One of the ob-
vious solutions is the raingardens which can
be applied in narrow spaces and can reduce
the local surface runoff. They also have a tem-
porary storage capacity. The other feasible
improvement is to increase the proportion of
the permeable / pervious surfaces. With the
permeable concrete or asphalt, parking ar-
eas can be made more sustainable, especially
if they are supplemented by underground
stormwater tanks. In the SC2 the urban plan-
ners have more opportunities due to larger
open spaces. In this study site, the buildings
are at a greater distance from each other,
and the proportion of impervious surfaces is
lower than in the SC1. Within the study site,
a storm basin lake already exists. In addition
to the solutions listed at the SC1 — which can
also be implemented here — swales and infil-
tration trenches can increase the infiltration
and reduce the surface runoff within SC2.
The i-Tree Hydro model is an appropriate
tool to evaluate the role of vegetation in the
urban water cycle and water management op-
tions. There are only a few tools that build
on vegetation in such detail. Nevertheless, its
spread is hampered by a few factors. First of
all, the model was developed in the US and
is therefore optimised for US databases, in-
ternational use is relatively complicated (and
therefore rare). Obtaining and compiling the
necessary data is encounter difficulties, espe-
cially the meteorological and discharge data
within cities. The data supply in Hungary
limits the possibilities of model calibration
and validation, so we must rely on data from
any available international literature (e.g.
Bautista, D. and PeNa-GuzmAn, C. 2019;
Song, P. et al. 2020). These problems are not
completely solved in other researches either,
where the calibration or validation was pos-
sible, the studies were conducted on a larger
area, where more data sources were available
(Bautista, D. and PeNA-GuzmAN, C. 2019;
Song, P. et al. 2020). More detailed data about
the vegetation and its seasonal variability
(LAI) can could further strengthen our results.
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Conclusions

The i-Tree Hydro model utilised in the
present research is suitable for modelling
the role of vegetation in the urban environ-
ment. In this study, two urban districts with
different vegetation cover and geometric
structures were compared in order to get a
comprehensive picture of their differences
regarding their hydrological processes. The
district-level data provided by the model can
be used in urban planning processes. With
this information, the runoff of the areas, as
well as the vegetation contribution to its re-
duction were quantified. Studies in this topic
might contribute to making nature-based so-
lutions more popular among urban planners
and spreading this concept to reach a wider
range of professionals and decision-makers.

Data from different districts and their com-
parison with the processes of the whole ur-
ban area can give a comprehensive picture
of the processes in the city, but it can also be
extended to cities with similar climate and
spatial structures. This research may provide
a good basis for urban planning in Central-
European cities. This assessment has high-
lighted the advantages and disadvantages of
the model and has emphasised some problem
that needs to be solved. We have investigated
different study sites within Szeged, similar of
which can be most likely found be in other
Central-European cities. This research has
also focused on which types of green infra-
structure elements can be feasible in these
districts. Hopefully, the modelling can pro-
vide a basis for a similar endeavour of urban
planners in other cities. While the data and
the results might be different in many cities,
this method and the main points can never-
theless be used in other cities as well. Future
studies in this topic should aim to complete a
runoff analysis based on green infrastructure
for the entire administrative area of Szeged.
Further investigation in connection with the
model is planned. Assessment for the whole
administrative area of Szeged could give a
comprehensive picture about the city-scale
usability of the model on a city level and

could highlight the differences between the
different scales. Another possibility is to cre-
ate a scenario analysis between different land
cover cases. Furthermore, longer time scale
investigations may provide more accurate re-
sults. Working with hourly resolution output
data is a way to analyse the effects of rapid
meteorological events, which makes the as-
sessment more current, based on the future
climate predictions.
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Vertical differentiation of pedogenic iron forms — a key of
hydromorphic soil profile development

MARIANNA RI/NGERD GE,RGELY JAKAB'"?, I?ETER SIPOS?, MAtE SZABO?,
Kata HORVATH-SZABO!, KataLin PERENYI* and ZoLTAN SZALAT"?

Abstract

This paper focuses on the vertical distribution and characterisation of pedogenic iron forms in a Gleysol-
Histosol transect developed in a marshy area in the Danube-Tisza Interfluve, Hungary. Four soil profiles were
investigated along a series of increasing waterlogging and spatial and temporal patterns of hydromorphic
pedofeatures (characteristics of pedogenic iron forms) were recorded. Frequent and wide-range redox potential
(Eh) changes caused the emergence of many types of redoximorphic iron features, including mottles, plaques
and nodules. The forms of these features depended on the micro-environments determined by the vertical
position in the soil profile and the presence of plant roots. The greatest iron enrichment occurred in the zone
of most intensive and widest-range redox fluctuations. Increasing water saturation resulted the extension of
gleyic pattern due to the existence of permanent reduction. Most of the features also showed annual variations
during the varying periods of water saturation and aeration.

Keywords: pedogenic iron forms, redoximorphic pedofeatures, hydric soil formation, gleysation, soil colour
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Introduction eral-rich groundwater in the case of hydric
soils (Tmompson, C.A. et al. 1992; Amon, ].P.
et al. 2002; Katsikorouros, D. et al. 2009).

The altering of water-saturated (reduc-

The development of hydric soils is deter-
mined by longer or shorter periods of water

saturation. As water is the weathering reac-
tive agent as well as the transporting phase
of solutes and colloidal components through
soil profiles (CHapwick, O.A. and CHOROVER,
J. 2001), waterlogging plays an intensifying
role in the development of hydric soils (Lin,
H. et al. 2012). As a result, weathering of pri-
mary minerals of the parent material and,
thereafter, the precipitation of pedogenic
iron minerals take place in environmental
time scale and are often supported by min-

tive) and aerated (oxidative) periods pro-
vides a platform for specific soil-forming
processes that produce redoximorphic fea-
tures in the soil profiles (CornELL, R.M. and
ScuwerRTMANN, U. 2003). Ever-changing Eh
(redox potential) promotes the transforma-
tion and redistribution of redox-sensitive
soil components, with particular regard to
iron compounds. Permanently water-satu-
rated soil horizons exhibit strongly reducing
conditions which results the absence of iron
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(light grey colour) or the presence of ferrous
components (green colour). Water table
fluctuations lead to redox changes followed
by the appearance of reddish to yellowish
brown colour in the soil profile due to the
enrichment of different Fe oxy-hydroxides
(GorpeN, D.C. et al. 1997; Cornvy, S. et al.
2009; Linpso, D.L. et al. 2010). Newly formed
iron minerals can appear as mottles, cutans
or nodules. The first signs of these redoxi-
morphic features can develop in a few years
or less (AmoN, ].P. et al. 2005). The spatial and
temporal distribution of iron forms along the
soil profiles is determined mainly by the in-
tensity of waterlogging and redox fluctua-
tions (IMmBELLONE, P.A. et al. 2009).

This paper focuses on the vertical distribu-
tion and characterisation of iron compounds
in a Gleysol-Histosol transect developed in a
marshy area in the Danube-Tisza Interfluve,
Hungary.

Our aims are to (1) reveal the forms and
distribution patterns of pedogenic Fe com-
pounds found in the studied hydric soil
profiles, (2) find the relationship between
the specific redoximorphic features and the
degree of waterlogging, and, (3) detect how
these Fe compounds indicate the soil envi-
ronment in which they were formed.

Materials and methods
Study area

The study area is located in the Danube—
Tisza Interfluve, Central Hungary (N 47° 12
23,37” E 19° 40" 54,87”). The nearly flat plain
is covered by sedimentary, coarse calcareous
quartz sands of Pleistocene age (DovENYI, Z.
2010; KALMAR, J. ef al. 2012). The study area
lies on an approx. 8 ha marshy meadow in
the former floodplain of the stream Gerje.
The primary surface consisted of a succes-
sion of low ridges of sand dunes and shal-
low troughs along the stream. Peat formation
took place in the depressions. A layer of cal-
careous sand material from the adjacent hills
was deposited on the surface via an extreme-

ly heavy flash flood event in 1963 (SurANYI,
D. 1965 — L. Pultzer pers. commun.). Since
then, there has been no sediment deposition
again. As part of waste-water management
in the 1970s (BAraNYAI, Zs. et al. 2014) the
Gerje stream bed was settled and regularly
dredged. As a result, the groundwater level
has dropped to an average of approx. 30 cm
below the surface but still shows a wide-
range seasonal fluctuation. The meadow is
flooded on average 5-9 months of the year.
The topsoil is almost permanently water-sat-
urated, exceeding field capacity. The ground-
water level is often above the soil surface in
the early spring and gradually decreases dur-
ing the summer, reaching its minimum in the
late autumn and winter.

In the present work, we investigated four
hydromorphic soil profiles (M1-M4) as-
signed along a transect of increasing dura-
tion of water saturation (Figure 1). M1 profile
is the least affected by water. The upper 20
cm is always aerated but also moist due to
capillary rise. M4 profile is constantly under
water. M2 and M3 profiles form a transition
between the former two, with altering water
cover, water saturation and aeration, follow-
ing the annual fluctuations of the ground-
water level. The vegetation pattern follows
hydric characteristics, with alternating wet
meadow, sedge and reed along the transect.

Samples were collected from each diag-
nostic soil horizon. Where possible, nodules
and Fe-rich root channel infillings were col-
lected as well. Samples for laboratory meas-
urements were taken by Edelman auger, im-
mediately put into Falcon type high purity
polyethylene tubes and stored at 4 °C until
being measured. Field studies were planned
and performed based on the inscriptions of
the World Reference Base for Soil Resources
— WRB (ScHOENEBERGER, P.J. 2012; TUSS
Working Group WRB, 2014).

Field observations

Distribution of carbonate, Fe?* and Mn?*" con-
tent was detected via simple chemical tests by
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Fig. 1. Position of the studied soil profiles along the transect of different depths of waterlogging

10 percent hydrochloric acid, a, a-dipyridyl
dye (CarLps, C.W. 1981), and 10 percent hy-
drogen peroxide, respectively. The presence
of Fe(Ill) compounds was inferred from their
characteristic reddish-brown hue. Soil colour
was determined by Munsell colour chart.

Redox potential (Eh) and pH in the rooting
zone (in 20 and 40 cm depth) and in the per-
manently water-saturated zone (in 100-120 cm
depth) were being monitored in the area during
the vegetation period in earlier studies (Szarai,
Z.etal. 2010, 2012, 2021).

Morphological study

Stereomicroscopic studies were carried out and
photos of redoximorphic features were taken
by ToupLite software. Spatial distribution of
the major chemical elements of the Fe nodules
was studied by point analyses by a JEOL Su-
perprobe JCXA-733-type electron micro-probe
equipped with an INCA Energy 200 energy-
dispersive spectrometer. An acceleration volt-
age of 20 kV, a probe current of 3 nA, and a
count time between 10 and 60 s were used

for the analyses. The diameter of the electron
beam used for the micro-chemical analyses
was 1 um. The fabric of the Fe nodules was
studied by analysing the backscattered electron
images of the polished surfaces.

Analytical overview

For the measurements, samples were air-dried,
cleaned from plant residues and mollusc shells
and sieved through 2 mm sieve (vaN REEUWIJK,
L.P. 2002). The total Ca (and Mg) carbonate
content was determined using Scheibler’s gas
volumetric method (Rowet, D.L. 1994).
Selective chemical extractions were applied
to determine the free Fe and Mn contents.
Free (CBD) Fe and Mn phase was extract-
ed by dithionite-citrate-bicarbonate solu-
tion according to HoLMGREN’s procedure
(HormcreN, G.G.S. 1967). The samples and
reagents were placed in centrifuge tubes,
were shaken for 16 hours and, centrifuged
at a speed of 4,000 rpm for 20 minutes. The
residues of the extractions were twice again
washed with the reagents due to the great
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amount of extractable Fe present in the sam-
ples. The solutions were diluted and then
dissolved Fe and Mn content was measured
by atomic absorption spectroscopy, using
Perkin Elmer AS300 FI-AAS, at 248.3 nm (for
Fe) and 279.5 nm (for Mn) wavelength.

Results
Toposequence of the hydromorphic soil profiles

The toposequence of soil profiles toward the
increasing degree of waterlogging is Calcaric
Mollic Gleysol (Endoarenic, Epiloamic, Hy-
perhumic), Calcaric Calcic Histic Gleysol (En-
doarenic, Epiloamic), Calcaric Histic Gleysol
(Endoarenic, Epiloamic), and Fibric Eutric
Histosol (Calcaric, Mineralic), referred to as
M1, M2, M3 and M4, respectively, in the text.

The uppermost 10 cm of M1 formed a hy-
perhumic mollic horizon (Table 1), followed
by the Alc horizon (10-35 cm) also character-
ised by SOM (soil organic matter) and Fe oxy-
hydroxide enrichment (> 50% mottles). The
C horizon was slightly mottled. The depth of
the buried Histosol (H2eb) was about 80 cm.

The uppermost 10 cm of M2 was a histic
horizon (Ha). The uppermost mineral hori-
zon (Alhc) of M2 (10-35 cm) was character-
ised by SOM enrichment, a clay loam/silty
clay texture, and Fe oxy-hydroxide accu-
mulation. A reddish colour dominated the
soil matrix between 10 cm and 45 cm due
to a high amount of free Fe oxy-hydroxide
minerals. Fe oxy-hydroxide masses, Fe
mottles, and Fe plaques (rusty root chan-
nels) appeared in the upper 20 cm. While
mottles and Fe plaques were dominant in
the Ah horizons, the amount of Fe nodules
increased to a depth of 45 cm. Root density
(with dominant species being Carex riparia
and Carex vulpina) was the highest between
35-45 cm. A zone of fine-grain carbonate
accumulation was found at the depth of
45-70 cm, containing numerous irregularly
shaped carbonate nodules of varying sizes.
The gleyic pattern appeared below 70 cm in
a sandy-loam-textured horizon.

The uppermost 10 cm of the M3 formed a
histic horizon (Ha) followed by two organic-
rich A horizons (Ahc and Ac) with continu-
ously decreasing SOM content and common
Fe plaques and many coarse black and red-
dish mottles. The extent and distribution of
red and black mottles could make it impossi-
ble to determine the colour of the soil matrix.
Below 50 cm powdery lime enrichment was
present (Ckc) with few fine Fe mottles.

The uppermost 40 cm of the M4 profile was
extremely rich in SOM, arranged in two his-
tic horizons (He and Ha). Below 40 cm dis-
perse powdery lime was present (Ckc) with
Gleyic pattern starting from 50 cm (Clk).

Field observations

The o, a-dipyridyl dye and hydrogen peroxide
tests showed permanently positive results in
the topsoils (Table 2). The amount of Fe(Il) in-
creased with the duration of water saturation.
With the lowering of the groundwater table,
the abundance of reduced phases decreased.
Annual changes of soil colour could be ob-
served (Table 3). The reddish colour appeared
and became dominant during the summer via
extended precipitation of Fe oxy-hydroxides in
the zone of decreasing groundwater level (M1-
M3). In some cases, soil colour in this depth
of M1 and M2 was indeterminate because of
the great variety of different hues (Photo 1). In
the upper 35 cm of M1 profile darkening was
observed. Gleyic pattern appeared in many dif-
ferent hues in the permanently water-saturated
zone. In profile M4 reddish hue was missing,
most likely due to mostly reduced Fe forms.

Morphology of iron plaques, coatings and
nodules

Fe plaques and Fe nodules often occurred
in a combined way (Photo 2) in the upper 20
cm of the studied soil profiles. Single Fe nod-
ules found in 3545 cm depth were built up
of mineral particles of the soil matrix stuck
together by finer Fe precipitations.
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Table 2. Seasonal changes of Fe(Il) and Mn(11) content of the soil horizons during the year 2013,
detected by o, a-dipyridyl dye and hydrogen peroxide, respectively

Soil Ho Depth, May July August September October
profile orteon cm Fe | Mn | Fe | Mn | Fe | Mn | Fe | Mn | Fe | Mn
Ah 0-10 X% * *% * X% * * *% *
Alhc 10-35 ** * * * * - * *k *
M1 Al 35-45 *k nd *% * *% _ _ _ % _
Cl 45-75 * * * - * — - * -
2Heb 75-100 *okk *k _ *okk *k *k _ *k _
Ha 0-10 *kk *okk ®t *okk ®okk nd nd ®kk ot
AhC 10_20 * * E * EE * ¥ _ *
AC 20_35 *o% * *% * EE 3 _ * _ %
M2 Blc a5 | = | M [ * I I R I R _
Ckc 45-70 Rah * — — *% *% * *% _
Clk 70-120 LS % * % * E * FAk _
Ha 0-10 *kk * * *k *okk *kk *kk *k
| * * — *% — *% — *
M3 Ahc 10-25 nd nd
Alc 25-50 & * — % _ *okk _ *
Ck 50-70 *kk _ *% _ *% * *% *
He 0-10 xEE * * * *okk *
Ha 10-40 *k% * *k% *% _ *
M4 d d *34% *%%
Ck g050 | NG| e » N R
Clk 50-70 ok - nd - * -

Notes: ***strong, **medium, *slight reaction; - : no reaction; nd: no data.

Fe and Mn distribution of Fe plaques and Fe
nodules did not show a clear pattern (Figure 2)
and a regular structure could not be detected.

The structure of different kinds of Fe pre-
cipitations seemed to be different depending
on their location. Fe plaques were built up
of finer Fe precipitants of a rather homog-
enous distribution. Their colour showed dif-
ferences: a darker reddish hue was located by
the plant roots and a lighter orange hue was
observed at a distance (see Photo 2).

Chemistry

Free Fe and Mn distribution showed a no-
table pattern in the soil profiles (Table 4). Fe
and Mn enrichment was observed in the
topsoils with SOM accumulation and they
reached the maximum amount in the zone of
groundwater level oscillation. In the studied

soils (M1-M3) Fe amounts of the intensive
Eh changes increased with increasing degree
of waterlogging, while Mn reached its maxi-
mum in the buried H2eb and Alhc horizon
of M1 and Ahc horizon of M2. Permanently
reduced horizons were low in free Fe and
Mn. The molar ratio of Fe and Mn was imbal-
anced by the great amount of Fe.

Different amounts of CaCO, was detected
in all horizons except for the H2eb in M1.
Permanently water-saturated horizons con-
tained great carbonate accumulation in the
form of powdery lime and nodules of dif-
ferent sizes. pH varied between 7.2 and 8.1
showing maxima under 50 cm of M3 and M4.

Discussion

Redoximorphic features were represented
by different forms of Fe and Mn compounds
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Table 3. Colour of the bulk soil and its annual changes based on the Munsell colour chart

Munsell colour (moist)

September October

10YR 2/2 7.5YR 2.5/1

2.5Y 2.5/1 7.5YR 2.5/1

N 2.5/

5Y 2.5/1 10YR 2/1

7.5YR 2.5/2
7.5YR 3/2

10YR 2/2
10YR 3/2
10YR 2/2

10YR 8/2 10YR 4/1

10YR 7/2 10YR 8/3
10GY 5/1
10YR 2/2

10YR 3/2

10YR 2/2
7.5YR 3/3
7.5YR 4/4

10YR 4/2

2.5Y 7/2

2

2.5Y 2.5/1

5GY 7/1

Profile Horizon Depth,
cm
10YR 2/1
Ah -1 7.5YR 2.5/2
0-10 10YR 2/2 R25/
10YR 2/2
Alhc 10-35 0 /
1
M Al 35-45 7.5YR 2.5/1
Cl 45-75
10YR 2/1
2Heb 75-100 R 10YR 2/1
Ha 0-10 7.5YR 3/2 10YR 2/1
Ahc 10-20 7.5YR 3/4 7.5YR 3/2
7.5YR 3/4 7.5YR 4/6
Ac 20-35 3 indet. /
M2
Blc 35-45 indet.
Cke 45-70 10YR 7/1 10YR 7/1
Clk 70-120 10GY 5/1 5G 7/2
Ha 0-10 5Y 2.5/1
Ahc 10-25 10YR 3/4 7.5Y 3/3
M3
Alc 25-50 10YR 3/3
Ck 50-70 10Y 8/1
He 0-10 nd 10YR 2/1
M4 Ha 10-40 nd 10YR 2/2
Ck 40-50 nd 2.5Y 7/2
Clk 50-70 nd nd

5G 5/2

Notes: indet. = indeterminate, nd = no data.

in the studied soil profiles (Table 5). The dis-
tribution of these features showed a vertical
and a horizontal pattern following the main
characteristics of groundwater fluctuations.
In this environment, the conditions often re-
sulted Fe(II)/Fe(IIl) oxidation state transition,
causing Fe enrichment also in micro- and
macro-scale.

Fe mottles represented the first signs
of hydromorphism and were commonly
found in the studied soils. Their prevalence
and volume increased with the effect of wa-
terlogging. In some cases (in M1 and M2),
soil colour was indeterminate due to mul-
ti-colouration. Annual soil colour changes

were driven by Eh and the corresponding
species and forms of Fe. The effect of Fe oxy-
hydroxides on soil colour have been exten-
sively investigated and detailed in previous
studies (ScuwerTMANN, U. 1993; CORNELL,
R.M. and ScawerTMANN, U. 2003; [BANEZ-
AsgNsio, S. et al. 2013; MarTiN-GaRcia, .M.
et al. 2016; Cuabros, J. et al. 2020; Samus,
M.G. et al. 2021). Accordingly, yellowish
and reddish hue is due to Fe(III) minerals,
such as goethite, lepidocrocite, jarosite and
hematite (the first two are typical of hydro-
morphic soils). Greenish or greyish colour is
usually attributed to the presence of Fe(II)
compounds under hydric conditions.
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Photo 1. Field photos of collected soil samples: 1 = M2 20-35 cm; 2 = M2 35-45 cm; 3 = M3 10-25 cm; 4 = M2
50-70 cm in May; 5 = M2 50-70 cm in August; 6 = M4 50-70 cm.

Photo 2. Stereomicroscopic photos of redoximorphic features. 1 = M3 topsoil (0-8 cm) with Fe mottles; 2 = M4 top-

soil (0-5 cm) with Fe mottles; 3 and 4 = combined Fe plaque and Fe nodule from M2 35-50 cm; 5 = Fe plaque from

M1 22-42 c¢m; 6 = 2-5 mm Fe nodules from M2 10-25 c¢m; 7 = 15 mm Fe nodule from M2 35-45 c¢m; 8 = carbonate
concretions with Fe impregnation from M2 50-70 cm.

Fe oxy-hydroxide enrichment is often as-
sociated to plant root environment, form-
ing Fe plaques. Fe plaques were often com-
bined with Fe nodules, but these forma-
tions showed similar fine structures. Dark
red-brown colour (located close to the plant
roots) referred to short-range ordered fer-

rihydrite, while a lighter hue of orange as-
sumed the presence of more crystalline goe-
thite (DrigsseN, P. et al. 2001).
Waterlogging-induced Fe nodules in the
bulk soil of M2 and M3 were built up of min-
eral particles cemented by Fe precipitation.
The irregular shape and the incorporation
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Fig. 2. SEM images of the polished surface of Fe plaque (1) and Fe nodules connected to Fe plaque (2) and
standing alone in the bulk soil (3). Orange lines (a, b, c) mark the location of the recorded Fe and Mn Ka 1

spectra (a, b, c). The horizontal axes of the spectra are of the same size as the orange lines.

Table 4. Some chemical characteristics of the soil profiles

Profile | Horizon | D¢PT Fe, RsD% | MM | popy, | FeMn, | CaCO% | by )
cm ppm ppm n/n m/m%
Ah 0-10 | 76.08 217 484 1.50 15 28.2 7.7
Alhc 10-35 | 156.30 1.88 593 0.36 26 95 7.4
M1 Al 35-45 | 80.00 2.00 121 4.00 65 213 74
cl 45-75 427 5.69 015 | 19.71 29 15.8 7.6
H2eb | 75-100 | 22.17 5.83 6.48 3.16 3 0.0 7.2
Ha 0-10 | 119.76 2.37 4.09 0.37 29 225 7.7
Ahc 10-20 | 219.83 4.05 522 0.45 41 36.7 7.2
D Ac 20-35 | 222.53 0.43 445 1.64 49 13.3 7.2
Blc 35-45 | 245.73 157 351 3.24 69 10.8 7.6
Cke 4570 | 3936 1.10 3.95 1.19 10 68.4 7.0
Clk 70-120 | 10.36 2.80 141 043 7 20.8 7.2
Ha 0-10 | 227.47 278 2.92 - 77 24.2 7.8
3 Ahc 10-25 | 267.44 1.72 345 - 76 282 7.7
Alc 25-50 | 350.55 1.76 3.99 3.40 86 14.1 7.7
Ck 50-70 | 97.58 0.89 1.98 2,58 49 542 8.1
He 0-10 20.5 7.6
Ha 10-40 333 7.6
Mé Ck 40-50 no data 54.6 7.9
Clk 50-70 no data 8.0
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Table 5. Summary of redoximorphic features found and soil environments under hydric conditions

Hydromophy Redoximorphic features

Environment

Fe mottles!

Periodic water saturation

Fe plaques’

Locally varying Eh (root environment)

Increasing duration

of water saturation . .
Fe enrichment, changing colour

Eh varying around Fe(Il)/Fe(IIl) oxidation state
transition

{ Fe nodules®

Periodically changing Eh (fluctuating groundwater)

Gleysation, lack of Fe(III)

Permanently reduced (water-saturated)

Definitions: 'Mottles = spots or blotches of different colours or shades of colour interspersed with the domi-
nant colour of the soil; ?Plaques = films of poorly crystalline Fe oxides deposited on the surface of plant
roots; *Nodules = discrete bodies without an internal organisation. Gradual transitions exist with mottles

(Hanser, C.M. et al. 2001; Jann, R. et al. 2006).

of soil matrix material in these Fe nodules
reflect dynamically varying Eh (Stoops, G.
et al. 2010; Stros, P. et al. 2011; Szenprel, G.
et al. 2012; GasparaTos, D. et al. 2019).

SOM content of the topsoils seemed to re-
sult Fe(II) and Mn enrichment which pointed
out the relevance of interactions between Fe,
Mn and organic compounds. Complex form-
ing and co-precipitation of these components
may be a significant driver of Fe, Mn and car-
bon redistribution (Sopano, M. et al. 2017;
Huang, X. et al. 2018, 2020; TaANGEN, B.A. and
Bansar, S. 2020; Kocsis, T. et al. 2020; Bs, Y.
etal. 2021; Papp, O. et al. 2021). The co-occur-
rence of Fe(Il) and Fe(III) reflects locally and
intensively changing conditions.

Gleysation appears below 70 cm in M2 and
M3, and below 40 cm in M4 due to the pres-
ence of poorly crystalline Fe(II) compounds
(so-called green rust / fougérite minerals),
which cannot be examined successfully by
routine procedures (Bourrig, G. et al. 1999;
FEDER, F. et al. 2005; MirLs, S.J. et al. 2012).

Conclusions

Redistribution of iron along the soil profile
acts as a key process in the development of
hydromorphic soils. The first signs of these
alterations can occur in a few years. The aim
of this paper was to characterise the redoxi-
morphic features of pedogenic iron forms
in four hydromorphic soil profiles along a
sequence of increasing duration of water

saturation. Fluctuating groundwater table
causes changing Eh environments result-
ing special conditions for the formation of
redoximorphic features, such as iron mottles
and nodules. Changes in soil colour and iron
forms can be observed in a few months and
may have an annual pattern following the
groundwater fluctuations. Plant roots control
Eh locally resulting the formation of special
features similar to the ones originated from
waterlogging. The longer the waterlogging
persists in the given depth of the soil profile,
the more reductomorphic features appear.
Gleyic pattern was linked to permanently re-
ductive conditions, although Fe could also be
reduced by SOM in topsoil environments.
Increasing degree of waterlogging resulted
the extension of gleysation. Spatial and tem-
poral patterns of water saturation established
the hydromorphic properties of hydromor-
phic soil profiles. Groundwater level fluctua-
tions followed by Eh oscillations may cause
changes in soil colour due to iron oxidation
state changes and mineralogical alterations.
Seasonally changing soil colour and redoxi-
morphic iron features may also be of inter-
est for soil description and soil classification,
giving a different result depending on the
date of the investigation.
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It seems that cartography as a science and carto-
graphic practice (map making) have exceeded their
climax of the later 20" century. Map use and the
ability to compile maps methodologically correctly
have obviously been in decline in recent decades,
although better technical means than ever are at
hands and map-making is open to a much wider
range of people than ever before. That is exactly
what this atlas volume reminds us, not because it
is an example of the decline, but exactly for it is an
example for just the opposite: the power of maps, the
communicative value of cartographic representation,
which can convey at one glance what would have to
be explained by a text of innumerable pages. And the
question arises, why today only such a small number
of geographers utilizes this potential.

This Volume 3 “Society” of the English version
of the new four-volume National Atlas of Hungary
is a jewel of cartography, and particularly atlas

NATIONAL ATLAS
OF HUNGARY

SOCIETY

cartography. It would take too much space to re-
peat here what was already said on the atlas se-
ries and its editors and authors in my review of its
Volume 2 “Natural Environment” in the Hungarian
Geographical Bulletin, Volume 68, Number 1, 2019,
pp. 93-96, and readers are kindly asked to consult
that review for information on the whole atlas series.
In the following, just some essential aspects of the
recently published volume are to be highlighted.

Like the previous atlas volume, this volume is di-
vided into chapters easily traceable by colours. Their
number is 12. An appendix with names of authors,
bibliography and sources completes the volume.

Chapter I (Hungary at a glance, 3 pages) com-
prises a map of Hungary’s administrative division
into counties and districts, also representing the eight
statistical regions. As in this English version in gen-
eral, foreign countries and their places are named
by their English exonyms (in case they exist), with
their Hungarian names in the second position, when
the share of the Hungarian minority exceeds 10 per-
cent. A geographical map of the Carpatho-Pannonian
area in the 1: 1.8 million scale embracing the Croatian
coast of the Adriatic in the Southwest, Cracow in the
North and Bucharest in the Southeast impresses by
its relief representation. The English exonym princi-
ple rules, but endonyms are — except in minor cases
like Konigsboden or Burzenland in Transylvania — only
presented in their national language and in an official
minority language version when the minority has a
share of more than 10 percent.

Chapter II (History of population, 6 pages) starts
with the Hungarian conquest of the Carpathian Basin
but recognizes that a Slavic population was already
present and more or less assimilated like other groups
arriving together with the Hungarians and later.
Very obvious are the effects of the Austrian coloniza-
tion policy of the 18" century in the south-eastern
Carpathian Basin.

Chapter III (Population number, population
density, 10 pages) has also a diachronic perspec-
tive looking partly back to 1869 and shows that the
whole Carpathian Basin has suffered from population
decline since 1990 at the latest and depopulation of
non-touristic rural areas is significant. Most interest-
ing and innovative is the map of the Carpathian Basin
on components of population change between 2001
and 2018 (natural increase/decrease, migration gain/
loss), where apart from metropolitan areas southern
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Transylvania, Transcarpathia, Ukrainian Bukovina
and western parts of eastern Slovakia stand out by
migration gain (and natural increase) — very likely
due to their Roma population. All these maps show
that it is very well possible to combine thematic rep-
resentation by areal colours with relief representation
by hill shading — so important for an adequate inter-
pretation of all these demographic issues.

With the table of main data of vital statistics in
Chapter IV (Natural change of population, 12 pages)
it is not immediately recognizable that it refers just to
the territory of modern Hungary taking into account
that the atlas embraces very frequently the entire
Carpathian Basin. High fertility rates as well as infant
mortality are obviously very indicative for the distri-
bution of Roma population. Most striking is the excep-
tional rate of suicides in the Great Hungarian Plain and
the historical stability of this fact. The text alludes at
isolated farmsteads (‘tanyas’) as an explanation.

Chapter V (Migration, 14 pages) shows that
Hungary as well as the rest of the Carpathian Basin are
much less affected than Austria or even Slovenia by
immigration in recent decades. This can certainly be
attributed to the socio-economic gradient, but also to
migration policies. The vast majority of immigrants to
Hungary appears to be ethnic Hungarians from parts
of the former Hungarian Kingdom that remained out-
side Hungary after the 1920 Treaty of Paris, mainly
from Romania with its still sizeable Hungarian mi-
nority. Hungarian emigration, on the other hand, is
strong to Western Europe with Germany as a main
destination. The chapter also reminds us of the exodus
of Hungarians after the crackdown of the Hungarian
uprising in 1956 as well as the influx of ethnic
Hungarians from Yugoslavia and Romania towards
the end of the Communist period, when national
polarization culminated in Yugoslavia and a tough
Communist dictatorship persisted in Romania up to
the last moment. It also shows the growth of Chinese
immigration in the 2010s. Internal migration — as in
most other countries — goes in Hungary at the expense
of rural and periphery areas and favours larger cen-
tres, although much less their cores (most of which
have a negative migration balance) than their subur-
ban zones. Budapest is the best example for this kind
of development. If internal migration is taken as an
indicator for attractivity in socio-economic terms, the
Budapest agglomeration and Northern Transdanubia
clearly rank highest. Commuting to abroad is most
significant along the Austrian border, where better
income in Austria and lower living costs in Hungary
are the determining factors.

Chapter VI (Population structures, 44 pages) is the
central section of the atlas not only by size, and it is
subdivided into several subsections. Age structures
are very much coinciding with socio-economic struc-
tures leaving older people behind in disadvantaged
and periphery areas. Hungary seems to be almost

an island of unmarried couples, in the wider region
only comparable with Slovakia and eastern Slovenia,
obviously due to many divorces.

The ethnic section extends (of course) over the
entire Carpathian Basin including even city plans
showing the concentration of Hungarians in the
old urban cores of Cluj-Napoca and Targu Mures
in Transylvania. For ethnic and language maps, it is
always a question whether the areal method, usually
preferred due to its visual impact, is the best choice,
since it is insensitive of population density. But this
atlas mitigates this negative aspect by excepting com-
pact uninhabited areas from thematic representation.
Anyway, instead of “ethnic map”, “map of ethnic
consciousness” or “map of ethnic affiliation” would
be terms better corresponding to current scientific ap-
proaches towards ethnicity. With the distribution of
Roma an interesting comparison between self-affilia-
tion and estimates by ‘objective criteria’ is drawn. The
two methods result in rather the same spatial pattern,
just in much lower shares according to subjective af-
filiation. The maps on religion in 1910 and 2011 of the
entire Carpathian Basin demonstrate impressively the
much higher persistence of reformation in the territo-
ries of the Hungarian Kingdom than in the Austrian
parts of the Habsburg empire due to a significantly
less successful Catholic counter-reformation. Very
impressive is the progress of Orthodoxy in what be-
came Romanian and Serbian territories after World
War L. Other striking issues are the declining number
of Lutherans due to the exodus of Saxons and Landler
from Transylvania as well as the small share of reli-
gious population in modern Hungary compared to
the lands that remained outside Hungary in 1920.

In the sections on educational structure and eco-
nomic activity the map on literacy in 1910 reveals
striking disparities inside the Hungarian Kingdom
with mountain regions standing out by illiteracy.
Within modern Hungary, the Budapest metropolitan
area and Northern Transdanubia — the socio-econom-
ically best developed parts of the country — are obvi-
ously in the best position, also in educational terms. A
very interesting topic is the comparison between the
educational level of employees and unemployed pop-
ulation. It shows, first of all, the relative size of both
population groups, and secondly, the importance of
education for finding employment. A diagram dem-
onstrates impressively the decline of the primary and
the secondary sectors of the economy in favour of the
tertiary sector by employment between 1920 and 2016.
The Communist period favoured industrialization at
the expense of primary employment but caused (com-
pared to Western Europe) a delay in tertiarisation.

Social stratification is significant in Hungary, and
the Northeast as well as Southern Transdanubia on
the one hand and the Budapest metropolitan area as
well as Northern Transdanubia on the other are clear-
ly the poles in this respect. Here, just like in other sec-
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tions of the atlas, maps of the Carpathian Basin based
on data attributed to administrative units are hardly
comparable to Romania, because Romania is the only
country represented by (small) municipalities, while
all the others are shown by higher-ranking adminis-
trative units. This, however, is a problem that cannot
be solved, since the next level of administrative units
in Romania, i.e., counties (‘judete’), is already much
larger than Hungarian, Slovakian or Serbian districts.

Chapter VII (History of settlement, 6 pages) starts
with a map of settlements, in fact, administrative, ec-
clesiastical and economic centres at the end of the 11
century, when the Hungarian Kingdom established
its power over the Carpathian Basin. The chapter also
reflects the Ottoman period, when central parts of
the Carpathian Basin were under Ottoman rule and
Transylvania (plus “Partes”) was under Ottoman
supremacy leaving in the former some remark-
able architectonical traces (e.g. in Pécs, Buda, Eger,
Temesvar). An interesting map series demonstrates
recolonization of the southern Pannonian Basin after
the Ottoman wars by the example of Csanad County.
The Great Hungarian Plain stands out by its low set-
tlement density due to natural conditions and the
‘tanya’ system of isolated farmsteads already before
the Ottoman period and not only due to destruction
by Ottoman wars and the flight of inhabitants.

In Chapter VIII (Settlement system, 8 pages) a
large-scale map of populated places in the Carpathian
Basin according to their number of inhabitants and le-
gal status in 2018 demonstrates again the exceptional
concentration on larger populated places in the Great
Hungarian Plain down to Belgrade.

In Chapter IX (Urban settlements, 12 pages) a most
instructive map shows population change of urban
settlements in the Carpathian Basin between 1990 and
2018, i.e., in the post-Communist period. It shows
that just a few centres essentially grew, i.e., Budapest,
but only its suburban zone, Vienna, Graz, suburban
Bratislava, suburban Zagreb, Belgrade, Novi Sad,
suburban Bucharest, while most others declined in
population number. It is also interesting to see that
the Hungarian system of regional centres has not be-
come more accentuated in the era since World War II
but has diversified towards polycentrism. Formerly
less important centres, like Nyiregyhaza, Kecskemét,
Gyor or Békéscsaba, have caught up, while the earlier
‘stakeholders’ Debrecen, Szeged and Pécs could not
advance essentially.

Chapter X (Budapest and its region, 12 pages) on
Hungary’s dominant urban centre highlights the
typical processes of metropolitan development like
gentrification and suburbanization.

Chapter XI (Rural areas, 10 pages) addresses demo-
graphic developments, village and settlement types,
functions and service facilities of villages as well as
the significant reduction of small rural outskirts in the
Communist period. Accompanying photos contribute

especially in this chapter to a better understanding.
Exceptional is a map of Hungary’s rural landscapes
based on rural settlement systems. It shows a hier-
archy of large units like Northern Transdanubia or
Tiszantul and their subdivision into smaller ones like
Bihar or Csanad. It is a scientific landscape classifi-
cation applying some traditional names of cultural
landscapes in local use, but not necessarily sticking
to them. A map representing traditional cultural
landscapes and their names in local use would cer-
tainly look different in naming as well as in landscape
outlines. It is nevertheless questionable, whether a
subunit of Northern Transdanubia should bear
the same name Northern Transdanubia and another
subunit of Northern Transdanubia the name Western
Transdanubia and not West Northern Transdanubia.

Chapter XII (Living conditions, quality of life, 26
pages) is a kind of a summary or conclusion of the en-
tire volume, since what else than a ‘good life’ is the ul-
timate goal of all societal efforts. It shows that spatial
socio-economic disparities in modern Hungary are
at least not felt as dramatic but in fact, the Budapest
agglomeration and Northern Transdanubia enjoy a
privileged position.

Contrary to many other national atlases, this atlas
profits from the view on a wider region, in this case the
Carpathian Basin, which is of course due to Hungary’s
image of self as the successor of a much larger histori-
cal entity. It nevertheless deserves to be acknowledged
that this means much additional work with finding
comparable data and classifications for quite a num-
ber of countries. The atlas excels by an ideal mixture
of cartographically splendid maps, tables, diagrams,
concise texts and photos interrelated by a sophisticated
numbering and colouring system. This highlight of
modern atlas cartography nourishes great expectations
to the remaining atlas volumes on “The Hungarian
State and its Place in the World” and “Economy”.

PETER JORDAN!

! Austrian Academy of Sciences, Institute of Urban and
Regional Research, Vienna, Austria; University of
the Free State, Faculty of Humanities, Bloemfontein,
South Africa. E-mail: peter.jordan@oeaw.ac.at
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Ethnicity and Nationality after 1991. Stuttgart, ibidem-Verlag, 2021. 311 p.

Zsolt BorTLik, Marton Berki, and Steven JoBBITT
have produced a thoughtful and remarkable volume
on ethnicity and nationality in the former Soviet
republics that emerged as independent states in
1991 — minus the Russian Federation and the three
Baltic states, the latter of which quickly joined the
European Union. Many studies on ethnicity and
nationalism preoccupy themselves with the origin
and development of national movements and focus
on dominate and competing discourses as articulated
by key historical figures, often intellectuals, who
expressed their thoughts in writing. They then trace
the evolution of a national idea through intrigue and
conflict, often war. All too often, such studies express
to some degree the Romantic notion that ethnicity
and nationality are essential and that language is the
essence of such identities. Subsequently, the struggle
or national self-determination is seen as a struggle
for the right to read, write, and speak one’s national
language. Unfortunately, such studies rely heavily
on the written record of a small group of historical
figures, who presumably speak for the masses and
represent their presumed historical yearning.

Edited by
Andreas Umland

Soviet and Post-Soviet Politics and Society

el

Zsolt Bottlik, Marton Berki, Steven Jobbitt (eds.)

POWER AND IDENTITY
IN THE POST-SOVIET REALM

Geographies of Ethnicity and Nationality after 1991

ibidem

Fortunately, the editors of this volume take a dif-
ferent approach to ethnicity and nationality. They
begin from the starting point that social identities are
a product of a complex set of historical, geographi-
cal, and socio-economic factors. For the post-Soviet
states in particular, geopolitics, namely competing
empires, which, by attempting to integrate these ter-
ritories in their respective empires with specific poli-
cies, shaped the identities of these territories’ inhabit-
ants. Of course, the Russian Empire and its successor
the Soviet Union was the common denominator for
these eleven states, and indeed the latter drew the
political boundaries for all of these states. However,
the other empires that played roles depended on loca-
tion and affected differing groups of these states that
can be grouped into subregions. The first subregion
is located to the southeast where the Russian Empire
competed with the Ottoman and Persian Empires,
giving rise to the modern South Caucasian states of
Azerbaijan, Georgia, and Armenia. The second sub-
region lies to the southwest. Known as “In-between
Europe” or Zwischeneuropa, the countries found
there on the map today are Belarus, Moldova, and
Ukraine. They emerged where the Russian Empire
competed with the Habsburg Empire, then with its
successor the Austro-Hungarian Empire, as well as
the Kingdom of Poland and then the Second Polish
Republic. The German and Ottoman Empires also
exerted their influences in parts of this subregion at
times. The third subregion is found farther to the east
in what was “Turkestan”, which then became known
as “Soviet Central Asia”, out of which the Soviets
carved today’s Kazakhstan, Kyrgyzstan, Tajikistan,
Turkmenistan, and Uzbekistan.

In examining ethnicity and nationality, the editors
and contributing authors not only group the post-
Soviet states into subregions but also examine these
states temporally. The template for each chapter
consists of three historical periods: imperial (with
emphasis on the 18" and 19" centuries), Soviet, and
post-Soviet. Each is distinct yet remarkable continuity
is found through history. For example, both imperial
Russia and the Soviet government sought to integrate
their territories through socio-economic and cultural,
more specifically, language policies. During imperial
times, Russification was seen as the primary tool for
integration, especially at the end of the 19" century as
the winds of modern nationalism blew ever stronger
from where they originated in western and then
central Europe almost a century before. However,
while modern nationalism inspired Russia’s impe-
rial leaders to lean evermore heavily on Russification
as an integration tool, modern nationalism likewise
inspired non-Russian speakers to resist and seek in-
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dependence. Later, Soviet leaders also used language
policy to reassemble the old Russian Empire as the
new Soviet Union by recognizing a sort of right of
self-determination of many of the minority peoples.
Indeed, the number and choice of republics were
rooted in the concepts of ethnicity and nationality.
Over time, however, the desire to integrate the Soviet
state, led Soviet authorities to create the concept of
“homo Sovieticus”, which in turn led them to policies
of Russification. Despite ostensibly rejecting the im-
perial past, Soviet thinking and practices simply il-
lustrated the old adage that “the more things change,
the more they stay the same.” Indeed, as the Soviet
government attempted to restructure the economi-
cally weakening Soviet Union at the end of the 20"
century, the non-Russian republics seized the oppor-
tunity for independence, in part as a negative reac-
tion to the Russification policies. After independence
was achieved, the desire for national homogenization
within each of the post-Soviet states made language
policy a continuing issue and a source of conflict,
witness for example eastern Ukraine where Russian-
speaking separatists have created the separatist ter-
ritories of Donetsk and Luhansk.

These evolutionary characteristics of ethnicity and
nationality in the post-Soviet states are hardly rev-
elatory and are not what makes this volume unique.
Instead, the great contribution of this volume is
founded on the highly detailed spatial analysis of
data. In the first chapter, Gabor DemETER describes
the means of spatial analysis, which begins with a
comparison of the 1897 imperial census with post-
Soviet census data collected in the 2000s and 2010s
(pp. 8-9). The more recent data, which is collected
and mapped at the rayon-level and covers 740 ter-
ritorial entities, is a much finer spatial resolution
than usually applied in studies, especially studies
over such vast areas. The 1897 census was composed
of only 340 entities. Thus, the spatial alignments are
not exact. Moreover, the overall spatial extent of the
censuses is not completely coterminous because
political boundaries have shifted. For example,
the Russian Empire did not include part of today’s
western Ukraine because it was in Austrian Galicia in
1897. Similarly, the Russian Empire included areas of
contemporary Poland and the Baltic states that now
are found outside the boundaries of the post-Soviet
states. On the one hand, perhaps there is no point in
collecting and analyzing the most recent census from
Poland and the Baltic states for those areas that once
were included in the Russian Empire precisely be-
cause they do not currently lie within any of the post-
Soviet states. On the other hand, the study could have
been enhanced by considering data from the Austrian
census in Galicia in 1900. Though it is not a particu-
larly large area, it is in the zone of shifting politically
boundaries. Thus, Austrian data and its comparison
with recent data could bolster assertions of the effects

of shifting boundaries on social and economic pro-
cesses and expressions of ethnicity and nationality.
Because the authors already processed and analysed
such large data sets, it hardly can be considered a
weakness of their studies that they did not include
Austrian census data for Galicia. Nevertheless, such
an inclusion could be considered for future study.

The main result of the overall spatial analyses re-
veals the existence and effects of “phantom bounda-
ries” (p. 3), taken from the translation of the German
term Phantomgrenze as employed by Béatrice von
Hirscuuausen, Hannes Gratis, Claudia Krarr,
Dietmar MULLER, and Thomas SeErrier. In short,
phantom boundaries are political boundaries that no
longer exist, for example, many of the ones of impe-
rial Russia. Nevertheless, they mark previous spatial
arrangements of territory and mark dividing lines of
previous socio-economic policies and practices of dif-
fering states. They not only mark differences in state
ideologies but also very concrete differences in levels
of economic development, including differing trans-
portation systems with differing degrees of density
and cardinal orientations. Because the locations of
previous but no-longer-existing political boundaries
are already known, the point of the spatial analyses
is to reveal a deeper point. By comparing census data
from 1897 and the early 2000s, it is possible to deter-
mine how responsible these phantom boundaries are
for current social divisions and conflicts. In short, the
editors and contributing authors of this volume argue
that phantom boundaries go a long way in explain-
ing today’s conflicts in the post-Soviet states. If true,
this volume makes a powerful contribution to the
scientific literature.

The vastness of the study area provides the edi-
tors and contributing authors many opportunities to
prove their argument and in many nuanced ways.
The ethnic and linguistic diversity of the Russian
Empire, especially on its territorial edges was great
and continued through the Soviet period and con-
tinues to exist in the post-Soviet period. Moreover,
the Russian Empire’s and Soviet Union’s external
boundaries pushed up against and resisted the ex-
ternal boundaries of a variety of differing other states
(e.g. Austro-Hungarian and Ottoman Empires). This
overall situation has left a series of zones where vary-
ing policies and practices of differing state ideologies
imposed on a variety of ethnicities and nationalities
can be analysed and assembled into a typology of
case studies. Indeed, the volume is structured ac-
cordingly. Specifically, the volume is comprised
of three sections, each with four chapters. The first
section, entitled “Formation of National Identity”,
contains chapters that discuss broader concepts and
illustrates the overall picture. This is particularly true
of Gabor DEMETER's chapter entitled “The Historical
Roots of Regional Inequalities and Their Relationship
with Present-Day Peripheries and Conflict Zones in
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the Post-Soviet Realm (1897-2010)". The next three
chapters explore different facets of the broader is-
sues. Margit K&szecr more examines “The Faces of
Russian Nationalism”. Zsolt BoTTLIK concentrates
on “Geopolitics and Language in the European Post-
Soviet Realm”, and Géza Barrta, Tamas ILLEs, and
Zsolt BorrLik focus on “Russian and Soviet Censuses
in Ethnic-National Context.”

The second and third sections of the book delve
into the case studies. The second section concerns
itself with “Local Identities under Russian Rule”, and
the third section are cases falling under the rubric of
“’Constructed’ (Soviet) Ethnicities”. The four chap-
ters of the second section are devoted to the nomadic
Turkic-speakers and the agrarian Iranian peoples. A
common denominator for the section is that the crea-
tion of monolithic groups “can also be considered a
Russian construct, since the relative cohesion among
both smaller and larger groups scattered over this
vast area [former Turkestani territories] was itself
very much a reflection of the changing attitudes of
Russian power” (p. viii). It means that integration
extended far beyond Russification policies, which
in many ways took a backseat to more prominent
issues. Islam was the most obvious as it was the “en-
emy” religion, but integration involved more than
the suppression and reorientation of religious beliefs.
State power can act so profoundly that it has the abil-
ity to construct nationalities through (re-)organiza-
tion and (re-)classification. Margit K&szecr’s and
Zsolt BorTLIK's chapter “The Layers of Post-Soviet
Central Asian ‘Nations™ illustrates such power and
its processes. Not only were Kazakhstan, Kyrgyzstan,
Tajikistan, Turkmenistan, and Uzbekistan constructed
by the Soviets, the “titular” nations of these nation-
states were themselves constructed by Russian impe-
rial then Soviet policies. Though groups with these
names already existed, they were not homogenous
nations as understood by European definitions.
Instead, they were only a few among a constellation
of numerous groups with complex and overlapping
sets of social relations. Russian imperial authori-
ties then Soviet ones privileged these five and then
slowly amalgamated the others to them over many
decades. They sought to completely reorganize these
peoples’ social relations in the process. Though they
were not completely successful and actually failed
in many ways, their combination of successes and
failures resulted in the creation of new nationalities
that eventually jettisoned themselves from the Soviet
state that they shared with Russians. Similar identi-
ties were constructed in the same ways for smaller
groups that remain in the Russian Federation today
and are analysed in the other chapters of the second
section. Margit K&szecr discusses the evolution of
state relations with the “Tatars in Russia and the
Post-Soviet Realm”. She also authors “In the Net of
Power: Small Nations and Ethnicities on the Black Sea

Coast.” Tamas ILLEs ends the section with “Living on
the Edge: The Origins and Evolution of the Kalmyk
Ethno-Religious Enclave along the Southern Russian
Frontier.”

The third section is comprised of cases falling un-
der the rubric of “’Constructed’ (Soviet) Ethnicities”.
The title of this section is a bit of mystery because
all the previous chapters of the volume demon-
strated that ethnicities in the study area have been
“constructed”. Nevertheless, the chapters in this
section distinguish themselves from the second sec-
tion with their own set of common themes. First,
they examine groups that were divided from the
Russian, then Soviet realm and other realms. The
peoples who found themselves on both sides of the
Russian Empire’s then Soviet Union’s boundaries
were in “linguistically and culturally similar com-
munities” (p. xiv). Géza BArra provides the first case
study of these chapters: “In the Contact Zone of In-
Between Europe and the Post-Soviet Realm-Notions
of Karelian Spaces”. Karelians and part of Karelia are
also in Finland. Tamas ILLEs and Zsolt BorTLik wrote
“Rescaling Moldovan Identities.” Moldova is part of
historic Moldavia, which is largely in Romania and
many Moldovans speak a form of Romanian. Margit
K6szecr and Zsolt BorrLik examine “The Post-Soviet
Azerbaijani National Identity”. Some sources count
more Azeris in neighbouring Iran than in Azerbaijan,
not to mention many more in other states that neigh-
bour Azerbaijan. And Csaba BaArocn addresses “Tajik
Identities: Ageless Alternatives to an Unborn Nation”.
Though the last section of the volume, it is perhaps
the most crucial. For if the amalgamation of groups
into ethnicities and nationalities discussed in previ-
ous chapters may seem more the product of natural
forces than they are the product of state power and
geopolitics, then these case studies certainly demon-
strate the power of state power and geopolitics.

Overall, Power and Identity in the Post-Soviet Realm
is an excellent contribution to the study of ethnicity
and nationality for many reasons. First, it is a com-
prehensive study that examines identities across a
spectrum of circumstances through a series of com-
pelling and convincing case studies. The editors and
contributing authors are commended for their choices
of cases studies and their success in integrating their
case studies into a larger coherent work. Often, such
volumes are uneven in their coverage and individual
case studies are not well-oriented and well-linked
to one another. Second, the volume makes a great
contribution by integrating the interplay of internal
political geographies with broader geopolitics to ex-
plain the evolution, character, and fluidity of ethnic-
ity and nationality. Third, the editors and authors, by
building on census data, show that language use does
not necessarily reveal identity, at least not essential
identity as an individual ultimately may see and de-
fine him- or herself. A person’s selection of language
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use on a census questionnaire is often more reflec-
tive of geopolitics and socioeconomics than identity.
Moreover, census questions often do not capture the
complexity of identities, namely that identities are
multi-layered. Therefore, the answer to a question
about language use often only captures one layer of
identity at a specific point in time and may not be
the most important one to an individual. Fourth, the
editors and contributing authors illustrate the power

of geography by showing that the spatial analysis of
ethnicity and nationality can reveal crucial aspects
of these phenomena that studies without any kind
of spatial awareness do not even detect. In sum, the
volume’s breadth and depth combined with its easy
to read but nuanced writing styles make this volume
a highly recommended read.

GEeORGE W. WHITE!
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Fuerst-Bjelis, B. and Glamuzina, N.: The Historical Geography of Croatia: Territorial Change and Cultural

Landscapes. Cham, Springer, 2021. 203 p.

Historical geography has become less fashion-
able in the past couple of decades compared to a
general fascination with the historical changes of
geographical conditions, which is not independent
of the growing concern for the environmental crisis
of our time. Research, however, has partly turned to
studying the Earth system and increasingly focused
on humans as part of environmental processes
rather than towards understanding the changes in
the physical geographies of certain areas. This led
to a well-expressed shift from historical geography
towards environmental history.

Another paradigm shift that made historical ge-
ography less fashionable was the increasing critique
of polities as units of enquiries, and shifting focus to
smaller, and non-traditional units of analysis such
as social and religious groups, different settlement
types, etc., which usually proved to be more alien to
historical geography.

However, the book of two Croatian geographers,
Borna Fuerst-BjeLis and Nikola GLamuziNa, went
against both trends in choosing a modern polity,
the Republic of Croatia as their unit of analysis, and

Historical Geography and Geoscientces.

Borna Fuerst-Bjelis
Nikola Glamuzina

The Historical

Geography
of Croatia

Territorial Change and Cultural Landscapes

%) Springer

focusing on the changes of the geographical condi-
tions of this area in the past millennia. The book was
originally published in Croatian (in 2015) mainly
for educational purposes before it was translated
into English in 2021. On the one hand, the transla-
tion is a good one, but due to the original, poten-
tially Croatian-Serbian readership, it goes into de-
tails which are very difficult to follow without a deep
knowledge of the micro-regions of Croatia. The au-
thors also attach explanatory footnotes to discuss dif-
ferent terms unfamiliar for the average reader.

As historical geography has very different research
traditions and approaches, it would have been es-
sential to provide a theoretical basis to the analysis of
Fuerst-BjeLiS and Nikola GLamuzina in the 10 chap-
ters of their book. According to them, “the nature of
the discipline, the historical geography of Croatia can
be understood as the geography of Croatia’s past. It is
primarily the geography of how the space and cultur-
al landscape have been shaped, for every respective
period of Croatia’s historical-geographical develop-
ment.” (p. 3). However, what the authors mean by
cultural landscape remains unclear. While in many
subchapters the authors point to changes in popula-
tion and administration of the different provinces, the
analysis of the landscape and vegetation changes in
the past millennia is not detailed thoroughly. While
at some points the authors discuss the importance
of stock breeding, wine growing, olive production
as well as, of course, crop production, the impact
of the different activities on forest cover, soils, ero-
sion, etc., is only vaguely mentioned in the different
chapters of the book. This is difficult to understand,
as according to the authors’ definition, the historical
geography they were to present is the history of the
cultural landscape changes in which one can hardly
disregard from studying the above listed problems.

Despite the reduced thematic focus there are some
remarkable merits of the text. First, it is logically
well-structured and easy to read. The recurrence of
topics makes comparison easier, such as the maps
of similar outcrop. Beside general descriptions, both
qualitative and quantitative data are available in the
text. Especially well-written are the parts on land
ownership-system (including Neolithic, Roman,
Medieval, Ottoman etc.), trade, commerce and traffic
(the Venetian seashore). The changes of geographical
terms (Dalmatia, Slavonia) are also well interpreted.

However, there is certain imbalance within the
focus. First there is the territorial aspect: Dalmatia
is very professionally written, while in the case of
Pannonian Croatia one would expect more, especially
if compared to the valuable descriptions and analysis
of transformations in Dalmatia. Furthermore, though
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the text keeps focusing on cultural landscapes, some
elements could have been emphasized better. For in-
stance, there is no map on the changes of land cover
and agricultural systems — not even on a small por-
tion of the country.

The fact that in the chapters from the foundation
of the Croatian state onwards the work mostly builds
on Croatian scholarly literature is no surprise, and
the fact that the research results of the last decades
are brought to the English-speaking audience is
most welcome. However, two tendencies worth to
be pointed to in this respect. First, that even while
discussing the Roman times, the book predominantly
uses Croatian literature, and in most cases not ones
written in the past two decades. The other striking
omission is scholarship of the neighbouring coun-
tries for the last millennium, such as works written
in Italian, German, and Hungarian.

One last point before turning to the different chap-
ters of the book, is the usage of maps. Some of the
maps significantly contribute to the understanding
of the administrative changes, the political units,
migratory processes, etc. However, many maps (e.g.
Figures 3.1, 5.5, etc.) only represent the actual features
within the present boundaries of Croatia that makes
it difficult to use. In most cases not only the visu-
alization, but the content of the maps too deserves
attention, but some could have been planned better
(like the one indicating migration routes or the one
that illustrates whole Baranja as part of the medieval
Kingdom of Croatia). Original maps, the contempo-
rary and local perceptions of the landscape could
also have added more to the general picture. As for
cultural elements on landscapes, while routes are
indicated professionally, there is no map on castles
and fortifications, major churches with data of their
(re)construction, mines, etc. These would have been
worthy of more attention. The authors also consider
the territorial changes of administration as a part of
cultural landscape, but while the Zupa-system is clari-
fied well, one would expect more explanation in the
beginning when the boundaries of Croatia and their
creation is discussed.

After these general points, in the following sections
we aim to draw attention to some specific issues in
the different chapters. After the general outline and
concept of the book (Chapter 1), that we touched
upon above, Chapters 2 to 10 give a chronological
overview of the development of the land of Croatia
from the Palaeolithic to the 2010s.

The general features of Palaeolithic-Neolithic era
are described too long (just like the Ottoman structure
and its general internal problems before its collapse
in Croatia), in comparison to the shorter description
of the local specificities. The maps are lacking excava-
tional sites located outer Croatia, which is confusing
(the territorial extent of these archaeological cultures
is indicated properly). Since the territorial extent of

some cultures is not limited to present-day Croatia it
would have been more proper to give the full names
of these cultures: the authors use Starcevo culture
instead of Starcevo-Koros, or Vucedol culture instead
of Vucedol-Zdk culture.

After discussing the Palaeolithic and Neolithic
settlement processes in the area in Chapter 2, the au-
thors provide a more in-depth analysis of the Roman
period, which clearly was a period of fundamental
importance in the landscape changes in the past mil-
lennia. There is a fascination amongst historians for
almost a century on the formation of the landscape of
the Mediterranean. Some of the scholars have put the
formation of secondary vegetation, the treeless hill-
slopes and shrubland vegetation to the Roman period
in their focus, and attributed it to the intensive timber
need of both the military and civil populations. There
is virtually no discussion of this in the book (the au-
thors seem to consider the Ottoman period more seri-
ous in this respect), and neither of the impact of the
Roman agricultural system on the soils in the area,
which in the past decades, not independent of the
growing importance of geoarchaeology, brought
important results in understanding the impact of
Romanization all throughout the Mediterranean.
There are some misunderstandings and mistakes in
this chapter. The Roman limes is referred to as a hard
border (p. 45), the Ostrogoths as nomadic peoples (p.
49). To illustrate, how important it would have been
to use the most recent literature let us point to one
further issue. The authors attribute large importance
to the plague of 542 A.D. (Justinianic Plague) in the
territory of modern Croatia, around which a com-
pletely different paradigm has been unfolding in light
of more recent research by Lee MorpecHAI Timothy
NewrieLp, Adam Izpesski, and others.

Chapter 4 is dedicated to the changes in the post-
Roman period, marked by a strong desurbanisation
and decline according to the authors. They point to
these processes in the territory of the former province
of Pannonia, while in the seaside they suggest a stron-
ger continuity in the “Roman cultural landscape”.
The focus of the chapter is early medieval migration
processes, most importantly the arrival of the Slavs.
The Balkan migratory processes and the Slavic migra-
tion within that have been a large field of debate in
the past half a century, where fundamentally differ-
ent views have been presented, including ones that
argue against the actual movement of the Croats to
their later medieval settlement area, but argue for
their local presence from earlier on, and for their
identity transformation in the early medieval period.
(For a comprehensive overview of the question, see
Larosinszky, C. 2017.) It is also in this part that the
Byzantine, the Carolingian, and then Ottonian control
over the territory are discussed. The Carolingian in-
fluence over the region has recently been subject of an
important set of analyses (Dzino, D. et al. 2018) which
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along with other works showed that the region, un-
like suggested in the current book, was never under
direct influence of Carolingian noble families (pp.
60-61). The authors suggest that the German influ-
ence in the tenth century went hand in hand with the
development of classical feudalism in the area, which
was not even typical in areas north of the Alps in the
Holy Roman Empire (p. 59).

Chapter 5 discusses the development in the centu-
ries starting with the political influence of the Arpad
dynasty and Hungary over Croatia at the turning of
the eleventh century. From that time on, the book
refers as Hungarian-Croatian Kingdom to the polity
that covers most of what is nowadays Croatia, which
is anything but usual in the existing scholarship. This
part of the book almost completely disregards the
discussion of the changes caused by the Hungarian
rule, despite that in the past years, important works
discussed the connections of the two polities in the
Arpédian period and later (GAt, J. 2021). This part
would have also profited from a thorough review by
a historian. In that case the Golden Bull of 1222 would
not have been dated to 1242 (p. 67), Pécs would not
have been included in Lower Slavonia (p.69), and
Genoa would not have been interpreted as an im-
portant trading hub in the tenth century (p. 77) when
it was only a small fishing village.

In presenting the late medieval transformation in
the region not only the political changes - i. e. the
appearance of the Ottoman Empire in the area — are
discussed (Chapter 6), but also the social and reli-
gious crisis are mentioned, partly as attributed to the
pataria and the Cathars in the area (p. 89) which is dif-
ficult to digest in this form. The political crisis is also
explained in terms difficult to understand. According
to the authors the lower levels of the aristocracy lost
much of their status due to the strengthening of mid-
and high-level aristocracy (sic!) that went along with
disappearance of nearly all noble counties which is
a complete misunderstanding (p. 89). The first half
of the Ottoman presence is explained in a relatively
detailed manner. The new political-administrative
system is presented in detail, alongside with reli-
gious regulations for the Christians who lived un-
der Ottoman rule. Yet, landscape and geography
are almost completely omitted from the discussion.
Somewhat surprisingly the Ottoman rule is seen as a
heyday for the people, compared to the “Habsburg
Monarchy and the Republic of Venice, where Slavs
had a secondary role and could not rise high in the
state rulership apparatus” (p. 93). The land manage-
ment system under the Ottoman rule is also explained
in positive terms contrasted with the “abusive feudal
system,” which is debatable (p. 101).

The map on migrations (p. 106) during the
Ottoman era uses the term Burgenland and Slovakia
(instead of present-day Slovakia or Upper Hungary),
which are anachronisms, and did not emphasize the

Hungarian Kingdom as a refuge area of Croatians
and Bosnian Catholics (though the text itself men-
tions this). (Central Bosnia should have been men-
tioned on the map as a source area of immigrants
not only to Croatia, but to the Hungarian towns
of Mohacs, Pécs, Baja and even Buda in the 17"
century. After 1686 the [re]conquering of Buda,
Catholic Bosnians [Croatians] were allowed to settle
in Vizivaros and Taban in the close vicinity of the
castle of Buda, because they were trusted loyal sub-
jects.) The abundance of Bosnian Catholics is clearly
indicated by the family names ‘Bosnyak’ in Baranja
in the Conscriptio regnicolaris from 1715 (Conscriptio
regnicolaris), whereas the frequency of family names
‘Horvat’ in western Upper Hungary underlines the
hypothesis that Croatian elements contributed to the
birth of the modern Slovakian nation. Texts mention
Sokci and bunjevci as resettled elements, but maps
did not illustrate them separately. (The directions
on this very map could have been labelled with the
linguistic terms, which are described in the text, but
foreign readers hardly have any idea on the location
of Stokavian, Kajkavian, etc.)

While explaining the formation of dialects in the
Ottoman period, little space is dedicated to the land-
scape changes caused by the completely transformed
land ownership, which received disproportionately
little attention with some but notable exceptions such
as the military frontier areas. In Chapter 7, while ex-
plaining the Habsburg and Venetian occupation and
the recapture of the territory of present-day Croatia,
we recurrently read about cultural landscapes be-
ing destroyed, but finally with numeric data. When
explaining the eighteenth century, the authors ad-
dress the Venetian dominance over Dalmatia and
emphasize the importance of natural resource ex-
ploitation such as mining, timber for shipbuilding.
One may wonder the long-term landscape heritage
of this period, along again with the transformed
landownership explained by the authors on page
134. The re-settling of many areas in the aftermath
of the Ottoman occupation is presented in a more
balanced way. However, while deeply explaining
demographic processes and economic changes, less
attention is paid to land-use and landscape changes.

Finally, the reader might appreciate some data
and maps using the modern censuses executed in
the eighteenth century and later. A map on the so-
cial structure based on the first census of Emperor
Joseph in the 1780s in the Kingdom of Hungary
would have been worth further discussion, even if
it did not contain data on Dalmatia. Similarly, peas-
ant landholding size and lifestyle could have been
supported by Bi¢ani¢’s old work (Bi¢ani¢, R. 1952).
The authors could not know, but in 2020 Hungarian
scholars digitized the data on Croatia from the 1786
conscription — which indicates not only the landhold-
ing size of smallholders at settlement level, but also
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the taxes, days spent with ‘robot’” (work on allodium
landsize), and gift to landlord. The census data from
1910 for Croatia without Dalmatia are now available
online not only as raw data (GISta Hungarorum), but
as a series of maps published in an electronic atlas
(DEMETER, G. 2019). These could have also enriched
the topics discussed and the authors” statements.
Mariann Nagy in her work on Hungarian agriculture
in the late nineteenth century compares the situation
in Croatia and Hungary at county level with hun-
dreds of maps based on quantifiable statistical data
for Slavonia and Croatia (not for Dalmatia) (Nacy,
M. 2017).

While using both the most recent economic litera-
ture on the development of Croatia (StipeTIC, V. for
dynamic GDP calculations for the different regions
and pp. 156-158) and old literature, sometimes con-
tradictory statements occur. The former speaks about
dynamic development, while the traditional histori-
cal works emphasize underdevelopment and back-
wardness, for which they blame Austro-Hungarian
economic policies (the same was true for Hungarian
Marxist historians in the 1970s). The truth is that the
elder generation did not understand the mechanism
of liberal capitalism, thus failed to recognize that dur-
ing the dualistic period after 1868 most of the invest-
ments were realized through private enterprises and
not by the state (including the railway sector), unlike
in the era of absolutism. In the regular form of capi-
talism state intervention is of secondary importance,
thus supposing exclusive role for the state itself in
industrialization is a misconception. Therefore, the
criticism towards Austria-Hungary’s government for
the economic backwardness of Croatia cannot stand
fully. It is also worth further emphasis that industri-
alization in Croatia was largely based on available
agrarian surpluses, such as wood and timber — the
same role was played by grain (flour) in Hungary,
which also fueled the industrialization.

There are also some minor mistakes in the text re-
garding the modern period. The Salonika railway was
not finished by 1874 (p. 152), only the Ottoman parts
had been constructed by then. It should also be noted
that a railway economically more suitable for Croatia
(between Vukovar and Rijeka) was first planned by
Lajos Kossuth early in the 1840s, but the Pest-centric
approach of count Istvan Széchenyi finally triumphed
(p. 151). The original idea was to send grains from
Hungary and Slavonia directly to the markets
through Fiume/Rijeka, bypassing Budapest. Since
the plan was not carried out in this form, Budapest
was able to create its enormous milling capacities,
the incomes of which served as basis for capital sup-
ply for other industrial branches. Though this story
highlights the role of politics over economy, in other
cases economic interests were of primary importance
(of course, these economic interests of the nobility
appeared in politics too during the era of railway con-

structions). More information on banking would have
been better, as well as some better maps regarding
urban development (Rijeka).

Beside these considerations the book is a worthy
contribution on the topic, especially for those, who
are not experts of the field, but want to get some ini-
tial insight into the problems, topics, and structures.

ANDRAS VAaDAS!, GABOR DEMETER?
and DENES SOKCSEVITS?
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