
M TA

 Volume 67  Number 1  2018

Distributed by the Research Centre for Astronomy and Earth Sciences, 
Hungarian Academy of Sciences

Subscription directly at the Geographical Institute, Research Centre for Astronomy and 
Earth Sciences, Hungarian Academy of Sciences (H-1112 Budapest, Budaörsi út 45), 
by postal order or transfer to the account IBAN: HU24 10032000-01730841-
00000000. Individual copies can be purchased in the library of the Institute at the 
above address.



C O N T E N T

Ladislav Palán, Josef Křeček and Yoshinobu Sato: Leaf area index in a forested mountain 
catchment......................................................................................................................................... 3

Petra Bartus, Csaba Baráz and Ákos Malatinszky: Landscape changes in a 19th century wood 
pasture and grazing forest.......................................................................................................... 13

András Gulácsi and Ferenc Kovács: Drought monitoring of forest vegetation using 
MODIS-based normalized difference drought index in Hungary........................................ 29

Andrew Taylor, Patrik Tátrai and Ágnes Erőss: Visible minorities in remote areas: a comparative
study of Roma in Hungary and Indigenous people in Australia.......................................... 43

Péter Baji: Using Google Maps road traffic estimations to unfold spatial and temporal
inequalities of urban road congestion: A pilot study from Budapest................................... 61

Ibolya Várnai: Flea markets in the space – Typology and spatial characteristics of 
second-hand retail in Budapest ................................................................................................. 75

Book review section

Glückler, J., Lazega, E. and Hammer, I. (eds.): Knowledge and Networks (Balázs Lengyel)............... 91

Brade, I. and Neugebauer, C.S. (eds.): Urban Eurasia – Cities in Transformation 
(Orsolya Eszenyi)............................................................................................................................ 95

Widawski, K. and Wyrzykowski, J. (eds.): The Geography of Tourism of Central and 
Eastern European Countries (János Csapó)................................................................................ 99

Chronicle

Ferenc Gyuris: In memoriam Peter Meusburger (1942–2017)............................................................ 103

Manuscript reviewers 2015–2017.......................................................................................................... 105

HUNGARIAN GEOGRAPHICAL BULLETIN 67 2018 (1)





3Palán, L. et al. Hungarian Geographical Bulletin 67 (2018) (1) 3–11.DOI: 10.15201/hungeobull.67.1.1 Hungarian Geographical Bulletin 67 2018 (1)                                   3–11.

Introduction

Leaf area index (LAI) belongs to the canopy 
characteristics often used in hydrological 
and environmental studies (Jones, H.G. 1992; 
Cowling, S.A. and Field, C.B. 2003). Leaf area 
affects the canopy storage capacity (amount 
of water retained in the canopy), an impor-
tant parameter of many interception models 
(Gash, J.H.C. et al. 1980). In practical forestry, 
density of a forest stand is quantified by the 
number of stems per hectare, the basal area 
per hectare, eventually, by the crown closure 
percentage identified at aerial photographs 
(Watts, S.B. and Tolland, L. 2005). In hy-
drological models, LAI is used to estimate 
water budget of the vegetative canopy by 
calculating the deposited precipitation (rain, 
snow, fog etc.) (Federer, A. 1993; Allen, R.G. 

et al. 2005; Punčochář, P. et al. 2012; Křeček, 
J. et al. 2017). Watson, D.J. (1947) considered 
the leaf area index as the total one-side area 
of leaves per unit ground surface. To esti-
mate LAI, both direct and indirect methods 
were developed (Cowling, S.A. and Field, 
C.B. 2003). The direct methods are more ac-
curate but laborious and destructive, and 
representing a patch scale; while indirect 
methods based on the transmission of solar 
radiation through the canopy can provide 
approximates over large areas (Anderson, 
M.C. 1971). In the last years, several remote 
sensing algorithms of LAI have been evolved 
(Weiss, M. and Baret, F. 2016); the European 
Space Agency (ESA 2017) has developed an 
algorithm to calculate LAI based on the data 
of the satellite mission Sentinel 2 and direct 
ground measurements. 
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Abstract

Leaf area index (LAI) belongs among the catchment characteristics widely used in hydrological models but 
still associated with great uncertainties. In a mountain forest catchment, the leaf area affects retention and 
evapotranspiration loss, and it could be significantly modified by forestry practices. In this study, LAI in ma-
ture stands of Norway spruce (Picea abies) and European beech (Fagus sylvatica) was analysed in headwater 
catchments of the Jizera Mountains (Czech Republic) between 2012 and 2016. A comparison evaluation of LAI 
in harvested site with dominant herbaceous vegetation was taken into account by applying direct ground 
investigation what was compared with hemispherical canopy photography (Gap light analyser GLA-V2) 
and satellite remote sensing (Sentinel-2 mission). While the direct ground measurement includes only the 
foliage (leaves or needles), the Gap light analysis is affected by trunks and branches, and the remote sensing 
techniques by herbaceous understory. The results of the Gap light analyser underestimated the ground based 
LAI values by 52–76 per cent, and satellite interpretations by 29–73 per cent. The remote sensing is capable to 
provide effective information on the distribution of LAI within the time and space. However, in a catchment 
scale, the satellite detection underestimated average LAI values approx. by 42–62 per cent. Changes in the 
observed rainfall interception reflected well the LAI variation. 
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Across the large amount of observed data, 
LAI estimates correlate with the vegetation 
type, geography and environmental circum-
stances. Concerning the herbaceous vegeta-
tion, Gosa, A.G. et al. (2007) reported LAI 
between 0.7 and 4.5, while Ramiréz-García, 
J. et al. (2012) summarized LAI of meadows 
between 2 and 3. For higher vegetation, LAI 
between 1.5 and 5.7 is reported for shrubs 
and between 4.5 and 10.6 for forests (Gosa, 
A.G. et al. 2007). Lovett, G.M. and Reiners, 
W.A. (1986) found in spruce stands the sur-
face area index between 5 and 6, Breda, N.J.J. 
(2003) reported LAI variations in forests be-
tween 3.5 (pine) and 7.5 (spruce). However, 
the specific LAI estimates show relatively 
high divergences (up to 100%), Brenner, A.J. 
et al. (1995). Therefore, it is evident that the 
extrapolation of the reported LAI data is lim-
ited and for a specific research field it is nec-
essary to estimate the LAI parameter by the 
existing methodology. The aim of this paper 
is to compare the direct and indirect methods 
to estimate LAI values for environmental in-
vestigations of the acid atmospheric deposi-
tion in headwater catchments of the Jizera 
Mountains, Czech Republic (Křeček, J. and 
Hořická, Z. 2010; Křeček, J. et al. 2010). This 
study focused on stands of Norway spruce 
(Picea abie) and European beech (Fagus syl-
vatica), as well as on the herbaceous vegeta-
tion growing at clear-cut areas. 

Material and methods

This study was performed in the upper plain 
of the Jizera Mountains located in a humid 
temperate climate (subarctic region Dfc of 
the Köppen climate zonation; Tolasz, R. 
2007). The analysis of LAI was performed in 
headwater catchments Jizerka (J-1), Josefův 
Důl (JD) and Oldřichov (O) in 2012 (Figure 1).

In five forest plots (J-1-A, J-1-B, J-1-C, JD-A, 
O-A, squares of 30×30 metres), LAI was esti-
mated by both direct and indirect methods. 
These studied forest stands are even-aged and 
single-storied with negligible herb layer, the 
plot J-1-C represents a harvested area (clear-

cutting) with the forest regrowth retarded by 
a rapid development of herbaceous under-
story. Common characteristics of the stands 
were estimated by standard forest inventory 
according to Shiver, B.D. and Borders, B.E. 
(1996). The allometric relationship between 
stem diameter (DBH, measured in the breast 
height of 1.3 m) and foliage area was used in 
spruce stands (JD-A, J-1-A, J-1-B, J-1-C) by a 
destructive sampling of needles at harvested 
trees (Breda, N.J.J. 2003; Fehrmann, L. and 
Kleinn, C. 2006). The leaf area was measured 
on a sub-sample of leaves to calculate the spe-
cific leaf area (SLA, m2 g-1) in ratio to its dry 
mass. Finally, the total dry mass of leaves col-
lected within a known ground-surface area 
is converted into LAI by multiplying by the 
SLA. According to Watson, D.J. (1947), LAI is 
understood here as a one-sided area of photo-
synthetically active canopy surface per unit of 
horizontal ground area. 

In the beech forest (O-A), the non-destruc-
tive method of collecting leaves below the 
canopy was applied during the autumn leaf 
fall (Breda, N.J.J. 2003). Collected litter was 
dried at 60–80 °C for 48 hours) and weighed 
to calculate compute the dry mass. The leaf 
area of herbaceous understory was estimated 
by harvesting ten 0.25×0.25 m squares per 
each stand. The surface area of sampled 
leaves was measured by the portable leaf 
area meter ELE 470-010/01. 

Simultaneously, two indirect methods were 
applied: the hemispherical canopy photogra-

Fig. 1. Investigated headwater catchments of the 
Jizera Mountains with marked plots of LAI ground 
observations. – J-1 = Jizerka; JD = Josefův Důl;  

O = Oldřichov 
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phy (Gap light analyser GLA-V2, Frazer, G.W. 
et al. 1999) and remote sensing (Sentinel-2 
mission, ESA 2017). The gap fraction – based 
methods depend on the leaf-angle distribu-
tion. According to Campbell, G.S. (1986), LAI 
may be express by the equation (1): 

          LAI =   
1 

                    G(θ) ln (P(θ)) cos(θ),                 (1)

where LAI = leaf area index, θ = zenith an-
gle of the view, P(θ) = gap fraction, G(θ) = 
G-function corresponding to the fraction of 
foliage projected on the plane normal to the 
zenith direction. 

Digital hemispherical photographs were 
collected under different sky brightness con-
ditions. In July 2012, a camera Nikon CoolPix 
4500 with FC-E8 fish-eye lens was employed 
and ten photos were managed in each inves-
tigated forest plot (corresponding with the 
spots of rain collectors installed under the 
canopy). Photographs were taken skyward 
from the forest floor with a 180o hemispheri-
cal lens to record the size, shape, and loca-
tion of gaps in the forest overstory. The free 
imaging software GLA Version 2.0 (Frazer, 
G.W. 1999) was used to analyse the canopy 
(to extract the canopy structure and gap light 
transmission indices from true-colour fisheye 
photographs), and to estimate LAI values by 
the zenith angle 0–60o (LAI 4), (Figure 2). 

For an aerial extrapolation of the ground 
observations, data of the European Space 
Agency satellite mission Sentinel 2 with a 
10 m resolution (ESA, 2017) were employed. 
These data might lead to a better result in 
comparison with the 30 m resolution of the 
Landsat imagery archive (Křeček, J. et al. 
2017), particularly, by the strongly non-linear 
relationship of LAI and reflectance, reported 
by Garrigues, S. et al. (2006). However, the 
data of Sentinel 2 mission could be easily 
compared to Landsat mission; Sentinel 2 con-
tains 12 bands (0.43 µm – 2.28 µm). The data 
of Sentinel 2 – L1C (Level 1C, representing 
a top of the atmosphere reflectance in carto-
graphic geometry, Mueller-Wilm, U. et al. 
2016) were collected in the vegetation period 
2016 (April–October) and post-processed into 

L2A (Level 2A, representing atmospheric cor-
rected product and the ‘bottom of atmosphere 
reflectance in cartographic geometry’) fol-
lowing procedure of Mueller-Wilm, U. et al. 
(2016) to ensure a correct computation of LAI. 
However, in this period, only 23 images (with 
less than 50% cloudiness) were acceptable. 
Then, the LAI calculation was performed by 
the Biophysical Processor (S2ToolBox Level 
2: estimation of biophysical variables) based 
on a trained neural network (Weiss, M. et al. 
2000; Weiss, M. and Baret, F. 2016). 

Based on an analysis of a maximal physical 
range of inputs and outputs, each calculation 
enables to indicate potentially invalid values 
of determined LAI (due to the water surface, 
cloud contamination, poor atmospheric cor-
rection, shadow, etc.). To avoid uncertainties 
in a single point analysis, grids of 5×5 m cells 
were created in the GIS application on the in-
vestigated plots (see Figure 1). All gathered LAI 
values were processed by standard statistical 
methods, only valid values were kept. Possible 
changes of the canopy between 2012 and 2016 
were controlled by the Landsat imagery ac-
cording to Křeček, J. and Krčmář, V. (2015).

Additionally, in three two-week periods 
(June–August, 2012), rainfall penetration 
within the canopy of investigated stands 
were registered in daily intervals. Only rain 
events enough to saturate the canopy stor-
age in days without any significant fog or 
low cloud occurrence were included in the 
calculation of canopy interception according 
to Křeček, J. et al. (2017): 

                                                           ,                 (2)

where I = interception storage in mm, P = 
open field (gross) precipitation in mm, P

t 
= 

through-fall under the canopy in mm, P
s
 = 

steam-flow, interception loss of the canopy 
(I), n = number of rainy days. 

Three forest stands (J-1-A, JD-A, O-A) were 
instrumented by ten modified Hellmann rain 
gauges and stem-flow was collected by plas-
tic tubing (fixed around the stem circumfer-
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ence) at two random tree trunks per each 
plot (Figure 3). The gross precipitation was 
observed in nearby forest openings (distance 
between 50 and 200 metres). 

Results and discussion

Basic characteristics of the investigated forest 
stands are given in Table 1. From the analysis 
of sampled trees, the values of specific leaf 
area (SAI) were found: 17.2, 7.8 and 3.4 m2/kg 
for beech, spruce and grass, in a good agree-
ment with data reported by Horntvedt, R. 
(1993), Breda, N.J.J. (2003), and Liu, Ch. and 
Westman, C.J. (2009). Regressions between 
the leaf area LA (m2) and DBH (cm) in inves-
tigated spruce stands were found by a = 0.74, 
b = 22.8 (correlation coefficient R = 0.82, R

crit
 

= 0.75, p = 0.05, n = 5). On the harvested plot 

(J-1-C), there is a seasonal change in the leaf 
area described in Figure 4. The foliage and 
LAI values are included in Table 2.

Alternatively, LAI values detected by the 
Gap light analyser are in Table 3, and, the sea-
sonal course of LAI provided by the satellite 
(Sentinel 2) during the vegetation period of 
2016 is described in Figure 5. Evidently, appli-
cations of the Gap light analyser underestimat-
ed the ground based LAI of the investigated 
spruce and beech canopy by 52–76 per cent. 

Similarly, Chen, J.M. et al. (1991) and 
Brenner, A.J. et al. (1995) reported an under-
estimation of LAI by hemispherical photo-
graphs approx. by 50 per cent (in comparison 
with the direct destructive methods). Zhang, 
Y. et al. (2005) identified the main LAI errors 
in just in the automated camera exposure 
leading to underestimating LAI in a rela-
tively dense canopy and overestimating it in 
a sparse vegetation cover.

Fig. 2. An example of digital hemispherical photographs taken in investigated plots: Norway spruce (Picea 
abies) – top, and European beech (Fagus sylvatica) – bottom. Images registered – left, and processed – right.



7Palán, L. et al. Hungarian Geographical Bulletin 67 (2018) (1) 3–11.

Similarly, the satellite estimates underes-
timated LAI by 29–73 per cent by preferring 
the herb layers. It is evident that those remote 
sensing observations are more likely sensi-
tive to an ‘effective leaf area index’ by reflect-
ing heterogeneity in the leaf distribution. 
These uncertainties can cause the discrepan-
cies in LAI values, particularly, the differ-
ences between the direct ground methodol-
ogy and remote sensing applications. Chen, 
J.M. et al. (2005) suggested quantifying differ-
ences between actual and effective LAI by the 
clumping index between 0.5 for a fully closed 
canopy, and 1 for a sparse canopy with ran-
domly distributed leaves.

Remote sensing techniques enable an easy 
and fast extrapolation of LAI in a catchment 
scale. However, the comparison of various 
plots can be affected by possible cloud ap-

Fig. 3. Crown projection of trees in investigated stands of spruce (JD-A, J-1-A) and beech (O-A) with installed 
rain collectors (numbers 1–10)

Table 1. Forestry characteristics of the investigated plots

Stand Dominant 
canopy

Age class, 
years

Elevation, m
Number of 

trees
DBH, cm

Mean height, 
m

JD-A
J-1-A
J-1-B
J-1-C*
O-A

Spruce
Spruce
Spruce
Grass
Beech

80–100
80–100
80–100
1–20
>141

745
975
945
918
506

54
68
27
72
28

27
27
36
–
37

24.0
23.0
23.0
0.5

25.0

*J-1-C plot represents harvested area overgrown by herbaceous vegetation (Calamagrostis sp.); this plot was 
reforested, but new seedlings still does not create a significant canopy.

Fig. 4. Seasonal changes of the herbaceous canopy in 
the stand J-1-C.

pearance. The satellite LAI approximation 
within three selected headwater catchments 
in the Jizera Mountains is demonstrated in 
Figure 6. It is evident that there are relatively 
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Table 2. LAI found by the ground observation (plots of 30 x 30 m)

Stand Basal area, 
m2/ha

Crown closure, 
%

Dry leaf mass, 
kg

Foliage area,  
m2 LAI

JD-A
J-1-A
J-1-B
J-1-C
O-A

41
46
32
–
41

92
78
61
6

89

842
773
417
900
296

6,570
6,030
3,253
2,880
5,040

7.3
6.7
3.6
3.2
5.6

Table 3. LAI estimated by the Gap Light Analyser (GLA-V2)

Stand
LAI

1 2 3 4 5 6 7 8 9 10 Mean

JD-A
J-1-A
J-1-B
O-A

1.53
1.69
1.84
1.59

2.39
1.64
1.64
1.34

2.38
1.75
1.77
1.28

1.79
1.81
1.84
1.54

2.77
1.73
1.56
1.35

1.86
1.34
1.68
1.37

2.06
1.27 
1.62
1.55

2.08
1.83
1.85
1.41

2.39
2.14
1.72
1.34

2.41
1.22
1.64
1.78

2.17
1.64
1.72
1.46

Fig. 5. Satellite estimates of LAI: values provided by the Sentinel 2 mission during the summer months of 2016.

high LAI values in spots of sparse tree oc-
currence just because of a high sensitivity of 
the satellite method to the herbaceous can-
opy. Therefore, the remote sensing method 
of Sentinel 2 can detect a vegetative surface 
but not very well the exact density and a foli-

age area of the canopy. In comparison with 
the aerial approximation of the direct ground 
LAI measurements and forest stands detect-
ed by LANDSAT imagery (Figure 7), the sat-
ellite remote sensing underestimates mean 
catchment LAI values by 42–62 per cent. 
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Fig. 6. Satellite LAI values in focused catchments on 25th June 2016. – O = Oldřichov; JD = Josefův Důl;  
J-1 = Jizerka

Fig. 7. LAI interpolation according to results of the direct ground observation and detection of forest stands 
by LANDSAT imagery, 2016. – O, JD, J-1 = for explanation see Fig. 6.

In the investigated six-week period of 2012, 
16 rainy days without a significant fog oc-
currence and rainfall enough to saturate the 
canopy (above the canopy storage capacity) 
were registered, and the data are presented 
in Table 4. 

Both rainfall interception (intercepted per-
centage of rainfall, I) and canopy storage ca-
pacity (C

s
) correspond well with changes in 

observed LAI values: correlation coefficient R = 
0.97 (R

crit
 = 0.95, n = 3, p = 0.05), and we can con-

sider a linear relationship between the canopy 
storage capacity C

s
 and leaf area index LAI: 

             C
s
 = 0.395 LAI – 0.084,                  (3)

where C
s
 = canopy storage capacity, LAI = 

leaf area index.
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Table 4. Rainfall interception in the studied plots

Indicator JD-A J-1-A O-A

Rainfall interception 
(I), % 
Canopy storage capacity 
(C

s 
), mm 

Rain to fill canopy stor-
age (R

s 
), m 

Leaf area index (LAI) 

37.0

2.1

3.4

7.3

34.0

1.7

2.8

6.7

26.0

1.4

2.5

5.6

With regard to the relatively limited num-
ber of interception plots, the relationship (3) 
has only an informative value, but still can 
provide us with possible changes in the can-
opy storage within the extend of investigated 
LAI values. 

Conclusions

The direct ground LAI measurement in-
cluded the foliage (leaves or needles) of the 
forest canopy, while indirect LAI estimated 
are affected also by trunks and branches. Re-
mote sensing techniques reflect all the green 
parts including the herbaceous understory. 
In headwater catchments of the Jizera Moun-
tains, the estimates of the Gap light analyser 
underestimate the ground based LAI values 
by 52–76 per cent, and satellite interpretations 
by 29–73 per cent The remote sensing can 
provide fast and inexpensive information on 
the distribution of LAI within time and space 
in focused headwater catchments, and, ena-
bles a comparison of relative values among 
focused plots. However, in a catchment scale, 
the analysed satellite data underestimated 
average LAI values approx. by 42–62 per 
cent. A more valuable output could be con-
sidered by the interpolation of direct ground 
LAI measurements with only a detection of 
characteristic canopy classes from the both 
free available satellite imagery Landsat and 
Sentinel 2. In three plots instrumented with 
through-fall and stem-flow collectors, there 
was confirmed a significant relation between 
the canopy storage capacity and LAI values. 
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Introduction

Wood pastures and grazing forests have 
been determinant characters of the European 
landscape (Gillet, F. 2008; Garbarino, M. et 
al. 2011), and play significant role in biotope 
networks and biodiversity conservation, as 
they host plant and animal species that are 
tied to natural or semi-natural, and agricul-
tural areas as well (Jose, S. 2012). Their high 
biodiversity is ensured basically by old vet-
eran trees, dead trees, shrubs, and non-inten-
sive grasslands (Szabó, M. et al. 2007; Hartel, 
T. et al. 2013). According to Plieninger, T. et 
al. (2015), wood pastures are archetypes of 

High Nature Value areas, and cover about 
203,000 km2 throughout the European Un-
ion. They highlight the landscape value, 
dynamic character and genetic resources as 
well as aesthetic, recreational, cultural values 
and role in traditional ecological knowledge. 
Wood pastures and grazing forests are well 
organised systems, but cannot exist with-
out human activities and thus, are sensitive 
to management intensity (Saláta, D. et al. 
2007; Barczi, A. and Nagy, V. 2016).). Due to 
changes in management regimes, they are 
endangered in many European countries 
(Bergmeier, E. et al. 2010), especially in those 
areas where the climax vegetation is any kind 
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of forest that accelerates natural succession in 
case of abandonment (Vandenberghe, C. et al. 
2007; Demény, K. and Centeri, Cs. 2008). In the 
United Kingdom, an action plan serves their 
research, maintenance and protection (Haw, K. 
2012), while their detailed classification system 
and management principles were elaborated 
for Scotland by Holl, K. and Smith, M. (2002). 

Our aim is to shed light on land use and his-
torical land cover changes of the grazing forest 
and wood pasture on the Magas Hill (Ózd–
Egercsehi Basin, NE-Hungary) Pannonian 
vegetation region (Fekete, G. et al. 2017), since 
the 18th century, based on ethnographical data 
and historical maps; as well as to describe its 
current state via field research, and give sug-
gestions on its reconstruction and conservation 
management. The area belongs to the Csornó 
Valley Hills, which is situated among Egercsehi, 
Bekölce and Mikófalva villages, surrounded 
by the Villó Valley and the valley of the Eger 
Stream (Figure 1). The forested area belongs to 
Egercsehi and Mikófalva villages since the 18th 
century. Until the late 19th century, Mikófalva 
used to be a village of nobles, while Egercsehi 
was inhabited by villeins (Soós, I. 1975).

Hungarian wood pastures were first ob-
served from a nature conservation aspect by 
Haraszthy, L. et al. (1997), who stated that 
this habitat type belongs to the most endan-
gered ones in Hungary, due to abandonment 
or not suitable use. Similar processes are de-
scribed by Zagyvai, G. and Bartha, D. (2015). 
Geiger, B. et al. (2011) supply a suitable meth-
odology (Pető, Á. et al. 2008) for reconstruct-
ing land use history based on literature and 
archives sources, while Nagy, D. (2008), 
Saláta, D. et al. (2013) and Selmeci, M. et al. 
(2013) gave practical examples for investiga-
tions on historical maps. Our suggestions on 
favourable management of the studied habi-
tats are based on the work of Kenéz, Á. et al. 
(2007) who draw attention to the animal load 
and productivity of the grassland.

Grazing forests, characteristics of the Bükk 
Mountains, had suffered from the process of 
transforming copyholder tenure, and even 
more the drastic measure of the year 1853, 
which ceased the traditional communal land 

ownerships and obliged to separate forests 
and pastures owned by the former villeins 
from those owned by the former squire 
(Andrásfalvy, B. 2004). The village communi-
ty possessed the wood independently. Village 
people were allowed to collect construction 
wood and firewood with the permission of 
the community. Wood pastures and grazing 
forests originate from this time, to ensure 
forage for livestock. These areas, as well as 
open pastures (without trees) were cared by 
the local inhabitants. Degradation and disap-
pearance of wood pastures and grazing for-
ests speeded up due to stricter rules on forest 
management, and separation of forests. Forest 
grazing was finally banned by the Act VII. of 
1961, which made the subsistence of these 
unique land use forms impossible. 

About 5,500 ha of wood pasture and graz-
ing forest has remained in Hungary till date, 
but their extension still decreases due to af-
forestation and wood cutting. The project 
“Landscape Ecological Vegetation Mapping 
of Hungary” states that the wood pastures 
and grazing forests are among the eight 
most endangered wooded habitat types in 
Hungary (Molnár, Zs. et al. 2008).

Various nature conservation problems af-
fected the wood pastures and grazing for-
ests. One of them is the temporary anarchic 
liaisons in properties. These areas belonged 
to the villages and commonages until 1945, 
only a few percent belonged to private own-
ers. During the socialist-type agricultural 
industrialization they become state-owned 
(or co-operative). After the change of regime, 
as the co-operatives ceased, their status has 
become unclear and most of them remained 
unmanaged (at least temporarily). This time, 
illegal wood cuttings were regular, which 
were difficult to handle due to unclear 
property rights. A third significant group 
of problems is tied to economic use, such as 
lagging grazing and mowing. By mowing in 
due time, weed infestation (introduced via 
grazing) is prevented; however, if its date is 
not well determined, it interferes with seed 
dispersal of protected plants. Overgrazing 
may cause a similar problem, but it is un-
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Fig. 1. The Csornó Valley Hills and the forest shown by the 2nd Military Survey
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likely in Hungary due to changes in livestock 
keeping habits. Applying non-professional 
management methods may also harm graz-
ing forests and wood pastures, and even de-
stroy them in a long term. Some examples 
for this are: storing animal manure in a not 
sufficient place; spring burning of the grass-
land; abandonment of mowing; not sufficient 
substitution of dead trees. These rare habitats 
are endangered by land use change, too. Due 
to less grazing livestock, there is less need for 
pastures, and thus, the owners enable natural 
re-forestation, or create a forest by planting 
fast growing tree species, or convert it to ar-
able land (Haraszthy, L. et al. 1997).

One of the main reasons for the origin of 
grazing forests was the lack of pastures. As 
the main function of forests used to be live-
stock keeping in the past, Hungarian forests 
were grazed (by sheep, cow, and horse) and 
acorn consumed (by pigs) during several 
centuries, thus, changes in legislation (Forest 
Act in 1791, then the transformation of copy-
holder tenure, and separation of forests and 
pastures of villeins from squires after 1853) 
have become the main reasons for several 
later problems (Téglás, K. 1902). 

Material and methods

We name the hilly territory lying between the 
Eger Stream and the Villó Stream as Csornó 
Valley Hills, because the Csornó Stream di-
vides it into two parts from north to south. 
This hilly territory of two ridges did not 
have a geographical name that covers the 
total area. Maps of the Third Military Sur-
vey (1869–1887) and 1:25,000-scale maps of 
the Hungarian Kingdom (1869–1887) name 
the western ridge (which contains the Ma-
gas Hill, 455 m) as “Csornóhegy” (the village 
cadastre map from 1863 names it as “Nagy-
lápa-dűlő”, signed with XXIII on the map), 
while the eastern ridge that belongs to Mikó-
falva village is named as “Szőlőmege bérc”. 

According to the present geographical sys-
tem, this hilly area which contains the Csornó 
Valley Hills and is built up mainly by sedi-

mentary rocks belongs to the Ózd–Egercsehi 
Basin. The microregion’s Pannonian foothill 
was slashed by erosion and deflation during 
the Pleistocene. Its climate is moderately cool 
and moderately dry, with an average yearly 
temperature of 8.0–9.0 °C and annual precipi-
tation of 580–620 mm. Due to this climate, hills 
and ridges are covered by forests, surrounded 
by less heat-demanding agricultural crops. 
Dominant soil type is luvisol, changed by flu-
visols in the stream valleys. The mosaic-like 
and diverse vegetation evolved due to severe 
forest uses and cuts, with clearings and plant-
ed forests (Dövényi, Z. 2010). The Magas Hill 
Forest is the remnant of a huge 19th century 
grazing forest and wood pasture, surrounded 
by open grasslands. As a consequence of the 
abandonment of grazing, scrub encroachment 
and afforestation processes are visible.

We reconstructed land use history based 
on literature and archives sources:

 – First Military Survey – Ministry of Defence, 
Institute and Museum of Military History, 
Map Archives, section XX/13, year 1783, scale 
1:28,800, digital edition Arcanum (2004);

 – Second Military Survey – Ministry of 
Defence, Institute and Museum of Military 
History, Map Archives, section XXXVII/45, 
year 1858, scale 1:28,800, digital edition 
Arcanum (2004);

 – Hand-script maps, cadastre maps and 
copyholder tenure maps: based on the 
Map Archives of the National Archives 
of Hungary, and documents at the Heves 
County Archives (Hungaricana Hungarian 
Cultural Heritage Portal, http1): Mikófalva 
village with Ughfalva in Heves County, 
1888 (National Archives of Hungary, score: 
S 78 120. téka Mikófalva 001-011), cadastre 
map of Csehi village administrative area, 
1961 (Heves County Archives, score: Heves 
U 83), Csehi village with Ördögfalva ca-
dastre map, 1863 (National Archives of 
Hungary, score: S 78 Heves m. Egercsehi 
001-004). The latter one contains descrip-
tion with land use types, too;

 – 1:10,000-scale topographical map (Institute 
of Geodesy Cartography and Remote 
Sensing, 1989); 



17Bartus, P. et al. Hungarian Geographical Bulletin 67 (2018) (1) 13–27.

 – Aerial photographs: years 1991 and 2005, 
Institute of Geodesy Cartography and 
Remote Sensing (accessed in the GIS data-
base of the Bükk National Park Directorate, 
and the website of the service managed by 
the mentioned institute: http2);

 – Maps and data of forestry management 
plans; 

 – Data of the national CORINE (CLC50) da-
tabase;

 – Orienteering maps (scale 1:15,000) from 
the years 1993 (Baglyas-hát, Kín-hegy) 
and 2001 (Villó-tanya): they present the 
hills along the Csornó Stream, but do not 
cover the Magas Hill Forest. We used them 
to find out (based on the signs), whether 
similar forest remnants might be found in 
the surroundings or not, but they illustrate 
only black locust stands.
Orienteering maps were provided by the 

orienteering clubs of Eger and Miskolc cities. 
They were scanned and digitalized, then geo-
referenced with the ArcMap software, and 
shape files were created to present vegeta-
tion cover. This process was done for every 
orienteering map (from different years) and 
thus, we were supplied by generalized, uni-
versal maps. The same software was used 
for processing maps of the Second Military 
Survey and cadastre maps from the 19th cen-
tury, then polygons were drawn based on the 
different vegetation cover types. Creation of 
shape files followed this stage, which were 
the bases for creating maps for comparisons. 
Conclusions were formed based on these 
maps on the changes of vegetation during 
the ages.

Orienteering maps are detailed topographic 
maps, with scale 1:15,000. They show every 
object in the field that may influence the 
reading of the map, or choose of the route. 
Hardness of running in forests is divided 
into four categories (based on speed), and it 
is shown via the vegetation cover. If the veg-
etation of the forest floor is very lush, the map 
is darker green. Open areas (without trees) are 
yellow coloured, and spots that are easy to 
run are distinguished from those that are hard 
to pass (Guszlev, A. and Zentai, L. 2000). 

Field investigations were done four times 
during 2016, from April till September. We 
compared the different markings of orien-
teering maps from different years, and vali-
dated aerial photographs and cadastre maps 
on the spot with current circumstances. Our 
route was registered by GPS device. Pictures 
were taken on the state of vegetation, and 
overview of the area. Exact spots of the vet-
eran oak trees in the remnant forest were 
registered one by one. We measured trunk 
perimeter of the biggest trees at our breast 
height, with registering also the tree species. 
In case of plant names nomenclature follows 
the work of Király, G. (2009). Field data were 
further processed with ArcGIS software: ex-
act ranges were measured (and thus, conclu-
sions formed) via the attribute table.

Results

Formation of the Magas Hill Forest, and landscape 
management history of its surroundings

The study area was covered by continuous 
forests surrounded by meadows and arable 
lands during the 18th and 19th century accord-
ing to the First and the Second Military Sur-
veys. The extension of the forest was 808.5 ha 
on the Second Military Survey map (Figure 2).

18th century descriptions on Egercsehi, 
that reflect to the “ancient” state, before wa-
ter regulation works and severe landscape 
changes (column XIX, segment 13), also 
contain some reference on the forest along 
the Csornó Stream: “Surrounding forests 
comprise high oak and beech trees”, and 
“the road to Mikófalva leads through a high 
ridge, in forest, and can be used only in emer-
gency.” Descriptions on Mikófalva mention: 
“The adjacent forest comprise oak and beech 
trees” (Csiffáry, G. and B. Huszár, É. 1999).

The cadastre map of Egercsehi (1863) shows 
forest cover in the study area, and describes it 
as pasture in the joint table (Figure 3). An ex-
planation for this variance is given by explor-
ing the livestock keeping methods of the 18th 
and 19th centuries as well as the question on 
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Fig. 2. The forest that covers Csornó Valley Hills still shown by the 2nd Military Survey
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Fig. 3. The Magas Hill Forest, projected onto the cadastre map of 1863

pastures, forest ownerships, legal issues, use 
and management methods. The synthetic map 
of Hungarian forests (1896) does not show 
any forest between Mikófalva and Egercsehi. 

Extended forests meant a main source of 
income for Mikófalva in the 18th century. A 
source from 1,700 mentions the forest as „for-
est of acorns”, and writes about pigs consum-
ing acorn there. Tenants had to pay signifi-
cant services in return for the squires (Bakó, 
F. 1965).

In the documentation of a legal action 
(connected to use of pastures) in 1818, tax-
paying tenants and cotters complain about 
nobles converting some parts of the com-
mon pasture to cropland. These common 
pastures were situated in their own forests, 
but they considered them as commons, and 
thus, complained about illegitimate occupa-
tion (Bakó, F. 1965). Land arrangement, or 
regulation, happened during 1829–1830. The 
administrative area of the village was regu-

lated, but the pasture still remained common 
(Bakó, F. 1965; Soós, I. 1975).

According to the 2nd Military Survey, the 
surrounding hills were still totally covered 
by forests. Forest grazing went on in the area; 
mainly sheep grazed in the forests around 
Egercsehi and mainly pigs consumed acorns 
around Mikófalva. Thus, the forest func-
tioned as a grazing forest, giving home for 
forest shepherding. This time, the registered 
land use type on the administrative area of 
Mikófalva was mainly forest. After the pre-
viously mentioned drastic measure of 1853, 
the process of separating forests and pastures 
owned by the former villeins from those 
owned by the former squire has finished un-
til the late-1870s (Petercsák, T. 2002). This 
process has led to dramatic changes in the 
800-ha big forest of the Csornó Valley Hills: 
the forests thinned and ceased due to un-
controlled grazing (forest shepherding) and 
wood-cuts (Figure 4).
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Fig. 4. Black locust stands replace today the 19th century 808.5 ha forest. These are not the remnants of one-time 
oak forests.
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The current state

The size of the remained mosaic-like patch 
(closed forest, grazing forest, wood pasture, 
clearing, and grassland), i.e. the studied 
area is 35.3 ha. Understory is dominated 
by a mass of common hawthorn (Crataegus 
monogyna), dog-rose (Rosa canina agg.), sloe 
(Prunus spinosa) and wild privet (Ligustrum 
vulgare), the most problematic species being 
black locust (Robinia pseudo-acacia).

In the CORINE Land Cover database 
(CLC50) the Magas Hill Forest is covered by 
bushy woodland, natural regeneration area 
(3.2.4.3). 11.98 ha of the area was measured as 
forest during the forest management planning 
process in 2002, while 17.11 ha in 2013 (Figure 
5). 6.58 ha of this belongs to forest land use 
type (compartments 5/E, 5/H and 5/I), while 
the rest is registered as pasture. Compartment 
5 is surrounded by pasture, with several vet-
eran trees in its upper region (within the area 
covered by forest management plan). 

The main current processes on the remnant 
of the one-time wood pasture are scrub en-
croachment and afforestation. Northern slope 
of the Magas Hill is mowed by rotary mower 
or mower-conditioner. 5.61 ha of the area cov-
ered by forest management plan is registered 
in harvesting mode, the remaining 11.5 ha is 
registered as leave alone, i.e., total restriction 
(with soil protection purpose). Dominant tree 
species are downy oak (3.95 ha), Turkey oak 
(4.17 ha), and sessile oak (0.4 ha). Black locust 
has appeared about 25 years ago in the sub-
compartments 5/E, 5/G and 5/J (on 4.46 ha).

The area between Egercsehi and Mikófalva 
is dominantly covered by open grasslands. 
Relatively flat, round hilltops and slight 
hillsides dominate, with narrow and deep 
stretch-like valleys in between. The Csornó 
Stream passes from north towards south, 
with a wet, marshy stripe along.

Hilltops are bared with low grasslands, 
while hillsides are covered by groups of 
bushes and solitaire trees on the orienteering 
map from 1993. Scrubs are inter-related as a 
continuous patch in some places, and some 
patches of stingy weeds also occur on the 

mentioned map. Most of the open areas are 
low grasslands, maintained by mowing and/
or grazing. Really impassable, dense scrubby 
vegetation is shown only in the deep valleys; 
these are young black locust stands accord-
ing to our field investigations. Continuous 
closed forests comprise of black locust only, 
except for the Magas Hill oak grove and 
fringe vegetation along the stream. 

Hilltop clearings start to decrease due to 
scrub encroachment from hillsides according 
to the orienteering map from 2001. The sur-
rounding of solitaire trees, bushes and their 
groups has changed during the previous eight 
years. Scrubs compose a continuous web on 
the hillsides, and stingy weed patches cover 
greater area, as well. These scrub patches are 
mainly sloe (Prunus spinosa) stands according 
to our field investigations. Very dense and tall 
stands of black locust rule the valleys, char-
acterized by sparsely vegetated forest floor. 
Black locust stands are surrounded by scrub-
by stripes, which further decrease the area of 
open grasslands. Thus, mowed and grazed 
grasslands represent a smaller area.

Average age of the oak trees are estimated 
between 61 and 73 years based on trunk pe-
rimeter at breast height; veteran trees, how-
ever, may be 150 to 250 years old based on 
the method of Radó, D. (1999). Over 200 vet-
eran trees were measured during our field 
studies, with trunk perimeter between 200 
and 260 cm; 14 of them are over 300 cm pe-
rimeter, the greatest one exceeding 420 cm. 
These veteran trees are living witnesses of 
the one-time forest that is presented on the 
2nd Military Survey maps (Figure 6, Photo 1).

Discussion

The forest, which was continuous accord-
ing to the military surveys and the related 
descriptions, comprised mainly oaks. At first 
roads were created on the area, later clearings 
were cut. The grazing forest has almost to-
tally disappeared due to intensive grazing in 
the 19th and early 20th century (see the lack of 
pastures) and cuttings, only a small patch has 
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Fig. 5. Land cover categories and border of forest by planned management on the Magas Hill, projected onto aerial 
photo of 2005. – x, y, z = closed forest; A, B, C, D = remnant of grazing forest (outside forest); a, b, c = remnant of 

grazing forest (within forest); Q = remnant of wood pasture; 1, 2 = open pasture, grassland, meadow
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Fig. 6. Almost 200 years old veteran trees are the witnesses of the forest shown by the 2nd military survey map 
(compiled by Bartus, P. 28.08.2016). – A, B, C, Q, a, b, c, 1, 2 = for explanation see Fig. 5.
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remained near Egercsehi. As a consequence 
of the abandonment of forest grazing, and 
the decreasing number of grazing livestock in 
the past decades, even this remnant patch has 
severely changed: it has become shrubby and 
afforested. The original vegetation has almost 
totally been abolished by intensive scrub en-
croachment. Although the area is illustrated 
with forest cover on the 19th century maps, the 
geographical names refer to activities tied to 
livestock keeping and forest cutting.

The fact that the registered land use type 
of forests has become pasture after 1853 (ac-
cording to the cadastre map of 1863) might 
be interpreted as an answer for forest pro-
tection measures. The deviation between the 
registered land use and the real land cover 
can be explained by the laws, changes in ten-
ancy relations, and lack of pastures.

The fact that several veteran trees have got 
regular foliage refers to their open position 
150 years ago and thus, being the remnants 
of an open wood pasture. Most of the oldest 
ones, however, have got irregular (asymmet-
ric) foliage, referring to their growth in a less 
open grazing forest. 

Rate of canopy in wood pastures is be-
tween 5 and 50 per cent. Abandoned wood 
pastures are affected by scrub encroachment 
and afforestation by young trees, leading to 
closing canopy. We estimate that 20.1 ha of 
the Magas Hill Forest (total 35.3 ha) can be 
handled as wood pasture remnant (56.9%).

Rate of canopy in grazing forests is be-
tween 50 and 80 per cent. Canopy of non-
grazed forests can close until 100 per cent 
due to scrub encroachment and afforesta-
tion. This grove forest type covers only  
6.8 ha in the Magas Hill Forest (19.3%). Thus, 
76.2 per cent of the area can be considered as 
the degraded (afforested, closed) remnant of 
one-time forest shepherding. The remaining 
23.8 per cent is open grassland, and closed 
young forest (dominated by black locust) 
(Table 1, Photo 1).

We experienced on the 2016 field studies 
that the state of the area has changed for the 
better compared to 2001. Sheep were graz-
ing throughout every single time when we 
visited the study area, and we have also seen 
freshly mowed grasslands. Extension of the 
dense scrub patches (shown by the 2001 
map) has also decreased. Fringe vegetation 
along the stream is well recognizable.

Although the orienteering maps are well 
detailed, their use is very rare in landscape 
history studies. An advantage of this method 
is that these maps are frequently corrected 
and improved due to regular orienteering 
contests and thus, one may gain detailed in-
formation even on tiny changes of a certain 
area. Its disadvantage is that the most im-
portant aim of these maps is easy readability 
(during orienteering, i.e., running), therefore, 
the only aspect of vegetation illustration is 
the hardness of running. Such maps ensure 
too little information for people without a 
routine, but an experienced orienteering run-

Photo 1. Situation of oak trees above 300 cm trunk 
perimeter (at breast height) in the Magas Hill Forest, 

projected onto aerial photo of 2005
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ner can really imagine the area (and its true, 
actual state) even based on the map only.

Conclusions and suggestions

A mosaic-like, diverse, transitional landscape 
has evolved due to traditional livestock keep-
ing, forest grazing (and acorn consumption). 
Wood pastures are the result of an organic 
management of the landscape (more than land 
use). The Magas Hill Forest is the remnant 
patch of a several century old 800-ha grazing 
forest, which evolved due to human shepherd-
ing activities. According to the evidence based 
by Military Surveys and their documentation, 
and ethnographical data, hills around Egerc-
sehi and Mikófalva were once covered by an 
enormous continuous grazing forest. This has 
almost totally disappeared until nowadays, 
and there is no continuity between one-time 
oak forests and current black locust stands, ex-
cept for a small 35.3-ha patch on the southern 
slope of the Magas Hill (called “Nagy-lápa-
dűlő” in the past), a various mosaic of closed 
forest, degraded grazing forest, wood pasture, 
clearing, and grassland, with old (150–200 
year) veteran trees. As a consequence of no 
management (abandonment of forest grazing), 
original vegetation has almost totally been 
abolished by invasive alien species. 

Area of mowed, open grassland is 5.3 ha, 
while 20.1 ha commemorates on one-time 
wood pasture, the remaining area is shrubby 
(spontaneously) with afforestation. 

The studied area is not listed in the 
Hungarian cadastre of wood pastures 
(Haraszthy, L. et al. 1997). This register lists 
six wood pastures in Heves County; this cur-

rent one is the seventh, as it has only been 
‘discovered’ during our filed investigations. 

Wood pastures ensure a unique habitat for 
those species that live in the transition zone of 
forests and open areas. Their survival can be 
ensured only by maintaining the traditional 
way of management. Since they represent high 
landscape and nature value, and there is no 
chance to create similar habitats as a conse-
quence of forest cuts, therefore, their recon-
struction and conservation are essential, in 
line with the Sustainable Development Goals 
15.1, 15.5 and 15.8 (Jancsovszka, P. 2016). It is 
obvious (based on literature sources that pre-
sent the state of Hungarian wood pastures and 
grazing forests) that there is an urgent need 
for fast intervention and definite action. The 
Magas Hill Forest is privately owned and 
not protected by nature conservation laws. 
Therefore, it is vital to inform and advise the 
owner, investigate in research programs, meet 
the conditions for declaring the area as nature 
protected, develop management guidelines, 
complement law deficits, ensure maintenance 
costs, as well as reform the agricultural sub-
sidy system. 

The unique stand of veteran trees and the 
wood pasture landscape is still visible, and 
the process of scrub encroachment might by 
stopped by adequate management. The fight 
against them would cost millions of Euros 
(Demeter, A. et al. 2016). Thus, valuable habi-
tats can be conserved. In favour of reconstruc-
tion of the wood pasture – grazing forest mo-
saic and maintenance of the desirable state, 
we suggest beef and sheep grazing, combined 
with mowing, depending on the state of af-
forestation, based on direct experience by the 
Bükk National Park Directorate.

Table 1. Land cover categories in the Magas Hill Forest (“Nagy-lápa-dűlő”)

Land cover
Area

ha %
Closed forest (x, y, z) (rate of canopy 80–100%)
Remnant of grazing forest (A, B, C, D; a, b, c) (rate of canopy 50–80%)
Wood pasture (Q) (rate of canopy 5–50%)
Open pasture (1, 2)
Sum (“Nagy-lápa-dűlő”)

3.1
6.8

20.1 
5.3 

35.3 

8.78
19.26
56.94
15.02

100.00
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Introduction

Hungary is frequently impacted by droughts 
that severely affect agricultural production 
and cause substantial economic damage (145 
million USD annually). Therefore, it is essen-
tial to investigate the possibility of artificial 
groundwater recharge, as well as water reten-
tion behind river dams, in order to moderate 
the decline of available water resources need-
ed for irrigation in the region. Moreover, the 
possible effects of climate change must also 
be accounted for in order to implement an ef-
fective spatial planning for national climate 
adaptation. According to the guidelines of 
the International Commission on Irrigation 
and Drainage (ICID, 2016), when precipitation 
cannot satisfy water needs because there is a 

large deficit compared to normal or expected 
precipitation that extends over a long time 
period, then there is a drought.

Meteorological droughts are characterized 
by substantially reduced rainfall compared 
to the multi-year average, coupled with air 
temperatures exceeding the average and low 
relative humidity. The percentage of blocking-
related warm temperature extremes exceeds 
80 per cent in large continental regions north 
of 45° N (Shaw, A.T. et al. 2016). Most of the 
large drought events are caused by blocking 
anticyclones. The term “agricultural drought” 
refers to a shortage of water in the root zone of 
crops, such that the yield of plants is reduced 
considerably. Agricultural droughts can be 
observed and monitored effectively using sat-
ellite imagery and field measurements.

Drought monitoring of forest vegetation using MODIS-based 

normalized difference drought index in Hungary

András GULÁCSI 1 and Ferenc KOVÁCS 1

Abstract

In this paper, several spectral indices based on spectral reflectance data from the Terra satellite’s Moderate 
Resolution Imaging Spectro-radiometer (MODIS) sensor were evaluated in terms of their practical applica-
bility for quantifying drought intensity and its geographical effects to support the drought monitoring ap-
plications. A total number of 358 MODIS 8-day composite images for the period between 2000 and 2014 were 
acquired and processed for the analysis; the frequency of drought phenomenon was increased during this 
time period. Vegetation indices, water indices, and combinations of both, which were called drought indices, 
were used. To validate the results, regression analyses were performed and Pearson’s r values were calculated. 
The Pálfai Drought Index (PAI) and the average annual yields of different crops were used as reference data. 
The Normalized Difference Vegetation Index (NDVI), the Difference Vegetation Index (DVI), the Normalized 
Difference Water Index (NDWI), the Difference Water Index (DWI), the Difference Drought Index (DDI), and the 
Normalized Difference Drought Index (NDDI) were found to be significant in quantifying drought intensity. 
Anomalies relative to the average of the period between 2000 and 2014 were calculated and standardized using 
the standard deviation, enabling the identification of above-average, drought-stricken areas. The results of this 
study can be used to create a cost-effective, near real-time and currently missing national drought monitoring 
system with high temporal resolution to detect regional climate changes, and to assess forest damage prob-
ability through changes in the chlorophyll and water content of forest vegetation.

Keywords: drought, monitoring, spectral index, MODIS, NDDI, PAI.

1 Department of Physical Geography and Geoinformatics, University of Szeged, PO Box 653, H-6701 Szeged, 
Hungary. E-mails: guland@protonmail.com, kovacsf@geo.u-szeged.hu



Gulácsi, A. and Kovács, F. Hungarian Geographical Bulletin 67 (2018) (1) 29–42.30

The aims of this study were to monitor 
the effects of droughts through biophysical 
changes on forest vegetation, determine the 
practical applicability of spectral indices cal-
culated from MODIS sensor data collected 
by NASA’s Terra satellite, and calculate the 
trend in drought intensity. The results can 
be used to create a near real-time drought 
monitoring system to assess agricultural and 
forest drought damage.

This study is a culmination of our earlier 
methodological developments in drought as-
sessment through changes in vegetation can-
opies and biomass (Kovács, F. 2007; Gulácsi, 
A. and Kovács, F. 2015).

Review of applied spectral indices

Multispectral vegetation indices – thanks 
for the AVHRR sensor – have been in use for 
decades in real-time monitoring of drought 
(Kogan, F.N. 1995). In general, greenness-
related vegetation indices such as the Nor-
malized Difference Vegetation Index (NDVI) 
and the Enhanced Vegetation Index (EVI) 
are used (Rouse, J.W. et al. 1973; Solano, R.  
et al. 2010). U.S. Drought Monitor (DM) uses 
the Vegetation Health Index (VHI) which is 
calculated using linearly-scaled NDVI and 
brightness temperature data from AVHRR.

However, there is a need to evaluate the 
sensitivity of water-related vegetation indi-
ces that use the short-wave infrared (SWIR) 
bands to assess the shortage of water and 
associated impacts (Bajgain, R. et al. 2015). 
Absorption by the chloroplasts of healthy 
vegetation is high in the visible wavelength 
range because of intensive photosynthesis. If 
the chlorophyll content decreases, the absorp-
tion will also decrease. In contrast, dry and 
unhealthy vegetation canopies with lower 
chlorophyll contents have lower NDVI val-
ues, because the reflectance in the visible red 
channel is increased at the same time that the 
reflectance in the NIR channel, which is locat-
ed at the high reflectance plateau, decreases. 
EVI is an NDVI variant that includes correc-
tion factors for minimizing atmospheric ef-

fects and removing soil-brightness induced 
variations. Generally, EVI is more exact than 
NDVI, but surfaces covered with quasi-natu-
ral vegetation in regional scale can be evalu-
ated better with NDVI (Li, Z. et al. 2010). 

NDVI provides information on vegeta-
tion greenness or chlorophyll content, which 
are not directly related to vegetation water 
content (VWC) because, as summarized by 
Ceccato, P. et al. (2002), each species has its 
own characteristics in terms of chlorophyll 
content and water content. Thus, a decrease 
in chlorophyll content does not imply a de-
crease in water content, and a decrease in 
water content does not imply a decrease in 
chlorophyll content. However, numerous 
water indices have been developed that are 
suitable for quantifying VWC. Absorption by 
vegetation liquid water in the NIR channel 
is negligible, while in the SWIR channel it is 
very high. If VWC decreases, then reflectance 
in the SWIR channel increases significantly. 
Thus, the Normalized Difference Water Index 
(NDWI) value – that combines information 
from the NIR and the SWIR bands – decreas-
es, reflecting dry vegetation that is experienc-
ing drought stress (Gao, B-C. 1996). NDWI is 
one of the indicators implemented within the 
European Drought Observatory (EDO).

Ceccato, P. et al. (2001) demonstrated that 
remote sensing using the SWIR wavelength 
range is critical, but not sufficient, for retriev-
ing VWC because two other leaf parameters 
(internal structure and dry matter) are also 
responsible for leaf reflectance variations in 
the SWIR channel. The NIR channel is needed 
to account for variations in leaf internal struc-
ture and dry matter. Thus, a combination of 
the SWIR and NIR channels is required to 
retrieve VWC. Ceccato, P. et al. (2002) de-
veloped and tested a NIR-SWIR-based index 
called Global Vegetation Moisture Index 
(GVMI). It was sensitive to the mass or vol-
ume of water, rather than to the fractional 
percentage of water in vegetation canopies. 

Jackson, T.J. et al. (2004) used Landsat da-
ta-derived NDVI and NDWI values to map 
VWC in corn and soybean fields. Compared 
to NDVI, NDWI was found to be superior, 
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based upon a quantitative analysis of the bias 
and standard error. Chen, D. et al. (2005) found 
that both NDWI

1640
, which uses the SWIR band 

centred at 1,640 nm, and NDWI
2130

, which uses 
the SWIR band centred at 2,130 nm, derived 
from MODIS data covering corn and soybean 
fields had potential for VWC estimation.

Gu, Y. et al. (2007, 2008) concluded that NDWI 
reacts more sensitively to drought conditions 
than NDVI. Gu, Y. et al. (2007) used MODIS 
surface reflectance data and introduced the 
Normalized Difference Drought Index (NDDI) 
by combining NDVI with NDWI.

Zhang, N. et al. (2013) proposed a MODIS-
based visible and shortwave infrared drought 
index (VSDI) for monitoring both soil and 
vegetation moisture using the NIR channel, 
the visible blue channel, and the SWIR chan-
nel (centred at 2,130 nm), and proved the ap-
plicability of VSDI as a drought indicator.

The Normalized Multi-Band Drought 
Index (NMDI) combines the NIR and the 
SWIR channels centred at 1,640 nm and 2,130 
nm from MODIS data (Wang, L. and Qu, J.J. 
2007). They found that NMDI is well-suited 
to estimate the water content of soil and 
vegetation. Moreover, because it combines 
information from multiple NIR and SWIR 
channels, NMDI has an enhanced sensitivity 
to drought severity.

Data and methods

MODIS data processing and software used

MOD09A1 (Collection 5) 500-m resolution 
8-day surface reflectance composite images 
(Surface Reflectance 8-Day L3 Global 500 m 
SIN Grid) provided the basis for this study. The 
MODIS data covering the 89th through the 273rd 
days of each year from 2000 to 2014 were down-
loaded from the Land Processes Distributed 
Active Archive System and accessed from the 
USGS Global Visualization Viewer (GLOVIS). 
A total number of 358 images were obtained.

The main advantage of using MODIS data 
is the high temporal resolution (daily im-
ages are available) and the composite image 

technology which enables to create an 8-day 
or 16-day composite from the highest qual-
ity pixels, that is, free of atmospheric effects 
like cloud cover and shadow. The disadvan-
tages of MODIS are the moderate geometric 
resolution (250 or 500 meters) and the data 
is from 2000, so that we do not have more 
decades of available satellite imagery like 
Landsat does. For the specifications about 
the MODIS surface reflectance data (see 
Vermote, E.F. et al. 2011).

The data were processed as follows. (1) 
The MODIS HDF data were converted into 
GeoTIFF format and re-projected into WGS 
84 and UTM zone 34N using the nearest 
neighbour resampling method, in order to 
keep the QA bit field values unchanged. (2) 
Cells with inaccurate or inconsistent val-
ues, which were mainly caused by cloud 
cover, were masked out using the Quality 
Control and State Flag bands; only the best 
quality cells were kept. (3) A subset of the 
data corresponding to the study area was se-
lected. Data were re-projected to Hungarian 
National Projection (EOV). Finally, (4), the 
spectral indices were calculated.

The following programs were used for data 
processing, analysis, and mapping: SAGA 
GIS 2.1.2, QGIS 2.8.2-Wien (with Python 2.7.5 
and GDAL 1.11.2), R 3.2.1 (R Core Team, 
2013), LDOPE Tools 1.7 and the MODIS Re-
projection Tool 4.1 (Roy, D.P. et al. 2002), and 
the authors’ own programs that were writ-
ten in the C language using the Code: Blocks 
10.05 IDE. Processing was automated using 
Python and command line scripts.

Calculation of spectral indices

NDVI and NDWI were calculated according 
to equations (1) and (2):

                   NDVI = 
ρ

NIR
 – ρ

red    ,                       (1)
                                

ρ
NIR

 + ρ
red

and

                   NDWI = 
ρ

NIR
 + ρ

SWIR    ,                       (2)
                               

ρ
NIR

 – ρ
SWIR
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where NDVI = Normalized Difference Veg-
etation Index, NDWI = the Normalized Dif-
ference Water Index, ρ

red
 = the visible red 

channel (620–670 nm), ρ
NIR 

= the near infrared 
channel (841–876 nm), and ρ

SWIR 
= one of the 

middle infrared channels (2,105–2,155 nm) 
measured by the MODIS sensor. Normalized 
Difference Drought Index (NDDI) is calcu-
lated from NDVI and NDWI according to 
equation (3) (Gu, Y. et al. 2007):

                NDDI = 
NDVI – NDWI       ,                       (3)

                          
NDVI + NDWI

In spite of the quality assessment, extreme 
negative and positive NDDI values may re-
sult from this calculation, but it only affects 
a small number of cells in cases with large 
open water surfaces and built-up areas. 
These have to be removed. Gu, Y. et al. (2007) 
removed spike points (e.g. abnormally high 
values) from NDWI time series by using a 
quality assurance (QA) mask before calcu-
lating NDDI. On the other hand, Renza, D. 
et al. (2010) rescaled NDVI and NDWI into 
the 8-bit interval (from 0 to 255) in order to 
force the NDDI values into the range of –1 
and +1. This rescaling is unnecessary step, 
so it was not used here. Simple difference 
indices were calculated as well, according 
to equation (4):

                   DDI = DVI – DWI ,                                      (4)

where DDI = Difference Drought Index, DVI 
= Difference Vegetation Index (Tucker, C.J. 
1980), DWI = Difference Water Index (Zhang, 
D. et al. 2013). DVI = ρ

NIR
 − ρ

red
, and DWI = 

ρ
NIR

 − ρ
SWIR

. These difference indices are rare-
ly used; because they lack a normalization 
step, they do not compensate for different 
irradiational conditions (Tucker, C.J. 1979).

To make different time periods directly 
comparable with each other on the same 
scale, standardization with the SD was ap-
plied to every cell separately. The resulting 
standardized spectral index is calculated ac-
cording to equation (5):

                            Z
ij 
=
 x

ij
 – x

ij    
,                       (5)

                                      SD
ij

where Z
ij
 = the standardized spectral index 

(Z-score value), i and j = the row and column 
number of the current cell, x

ij
 = the current 

value of any given spectral index, x
ij
 = the 

average of the spectral index values for the 
reference period from 2000 to 2014, and SD

ij
 

= the standard deviation of the spectral index 
values for the reference period. 

It should be noted here that the anomalies 
are dependent on the time series available to 
calculate the mean values and the standard 
deviations. This period, which is currently 15 
years, should be long enough to characterize 
the area where the index is being calculated.

Reference data and statistical analysis

The Pálfai Drought Index (PAI) is commonly 
used in Hungary, and it is an annual index ag-
gregated at country level. Its base value (PAI

0
) 

is calculated from daily temperature and pre-
cipitation time series using equation (6):

                     PAI
0
 = 

T
 (Apr–Aug) ⋅ 100   ,                      (6)

                             
P (Oct–Aug)

where PAI
0
 = the base value of Pálfai Drought 

Index, the T
(Apr–Aug)

 = the average temperature 
for the period between April and August, and 
P

(Oct–Aug)
 = the monthly weighted sum of pre-

cipitation for the period between October and 
August. The units of this quantity are °C/100 
mm. The corrected PAI value is obtained by 
multiplying PAI

0
 with empirical correction fac-

tors, according to equation (7) (Pálfai, I. 1989):

                      PAI = PAI
0
 ⋅ c

t
 ⋅ c

p 
⋅ c

gw   
,                      (7)

where c
t
 = the correction factor for tem-

perature, c
p
 = the correction factor for pre-

cipitation, and c
gw

 = the correction factor for 
groundwater levels (not discussed in detail).

In addition to PAI, the annual average crop 
yields (kg/ha) of barley, corn, and wheat were 
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also used as reference data. The source of these 
data is the Hungarian Central Statistical Office 
(HCSO). The whole-country aggregated mean 
of spectral indices were compared to the whole-
country mean of PAI and crop yields data.

Unfortunately, the limited access to refer-
ence data confined our options in validating 
the results. Pearson’s r-values were calcu-
lated and the Mann-Kendall test was used 
to assess the significance of the fitted trends.

Delineating forest vegetation for drought 
monitoring

Caution needs to be taken when using any 
sort of spectral indices for remote sensing 
of drought, because land cover changes re-
sulting in removal of vegetation (such as the 
opening of surface mines, deforestation, for-
est fires, and harvest of arable land) may be 
confused with areas experiencing drought. 
Accurate drought monitoring can only be 
accomplished when we are able to accu-
rately delineate cells with vegetation cover 
and exclude all the cells that are affected by 
land cover change. We decided to monitor 
drought over forest vegetation, because the 
chlorophyll and VWC of trees are highly sen-
sitive to drought conditions; they are thus 
good indicators of drought. In addition to 
multi-year fluctuations, it may be possible to 
detect short-term effects of climate change on 
drought conditions via vegetation changes. 
However, a longer time period is needed to 
assert with certainty that these changes were 
indeed the result of alterations in climatic 
conditions. High-amplitude multi-year fluc-
tuations in drought intensity can suppress 
the increasing trend in aridity.

Forest covered areas were delineated us-
ing the European Union’s Corine Land Cover 
(CLC) datasets covering the years 2000, 2006, 
and 2012. The CLC is an inventory of land 
cover that includes 44 classes. It is presented 
as a cartographic product with a scale of 
1:100,000 (EEA). Sub-setting was carried out 
as follows. For the period from 2000 to 2005, 
the CLC 2000 land cover database was used; 

for the period from 2006 to 2011, the CLC 
2006 land cover database was used; and fi-
nally, for the period between 2012 and 2014, 
the CLC 2012 land cover database was used. 
The spatial resolution of the available satel-
lite imagery did not allow the precise evalu-
ation of the heterogeneous land cover char-
acterizing the study area. To overcome this 
problem, only so called representative pixels 
were considered (Kovács, F. 2007). A pixel 
was representative if two third of its area was 
dominated by the same land cover. The class 
of forests was subdivided into deciduous, co-
niferous, and mixed forest categories.

Study area

Hungary is located in East Central Europe in 
the middle of the Carpathian Basin. Accord-
ing to the Köppen-Geiger climate classifica-
tion system (Peel, M.C. et al. 2007), the coun-
try has a humid continental climate without a 
dry season and with warm summers. The an-
nual mean temperature is between 10–11 °C, 
and the annual total precipitation is between 
500–750 mm on average (Hungarian Meteoro-
logical Service). The study area is the Danube-
Tisza Interfluve landscape, which is located 
within the lowlands of the Great Hungarian 
Plain, between the Danube and Tisza rivers 
(Figure 1). It has elevations below 200 m in el-
evation and has a total area of 15,000 km2. It is 
an agricultural region with intensive forestry.

Fig. 1. The location of the study area inside Hungary
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The Danube-Tisza Interfluve has been ex-
periencing aridification during the past sev-
eral decades, which has caused a decline of 
250–300 cm in groundwater levels between 
the base period of 1956–1960 and the mid-
1990s (VITUKI, 2006). The water balance of 
the landscape is persistently negative. It is 
estimated that, from the mid-1970s to 2003, 
there was a water deficit of 5 km3 (Rakonczai, 
J. 2011). The central parts of the Danube-Tisza 
Interfluve are 40–80 m above river water lev-
els; the effect of the rivers thus is only detect-
able in narrow regions around the rivers. 
The recharge of the water supply depends 
only on the precipitation the region receives. 
Based on regional hydrological models us-
ing MODFLOW, the decline in annual pre-
cipitation is contributing 80 per cent of the 
groundwater decline in the area (Völgyesi, 
I. 2000). Climate models project increasing 
drought hazard in the Carpathian Basin. More 
frequent and severe droughts have already 
caused significant agricultural yield losses in 
recent decades (Mezősi, G. et al. 2016).

The suggestion that alterations in climatic 
conditions may also occur over shorter time 
intervals (Kovács, F. 2007) might have some 
validity here because this landscape has con-
siderable sensitivity to climate change. It is 
the reason why we chose this rapidly chang-
ing landscape as our study area.

Results

Monitoring drought intensity with NDDI and 
determining the trend in aridity

In 2000 the areas occupied by deciduous, 
mixed, and coniferous forest were 42,527 
ha, 45,892 ha, and 16,528 ha, respectively. 
In 2006 the areas of deciduous, mixed, and 
coniferous forest were 58,234 ha, 45,827 ha, 
and 15,819 ha, respectively. Finally, in 2012, 
the areas of deciduous, mixed, and coniferous 
forest were 55,808 ha, 37,241 ha, and 9,917 
ha, respectively. The area of deciduous for-
est increased from 2000 to 2012. The area of 
mixed forest was practically unchanged from 

2000 to 2006. It subsequently declined by 19 
per cent by 2012. An astonishing 37 per cent 
of the area covered by coniferous forests was 
deforested between 2006 and 2012. The base 
map of MODIS cells representing deciduous, 
mixed, and coniferous forests on the Danube-
Tisza Interfluve in 2012 is shown in Figure 2.

After masking out cells with inappropriate 
values, the number of valid cells was reduced 
slightly. In addition, 16 large positive outliers 
(with Z-score values > 1.75) in the period be-
tween 2006 and 2011 were removed because of 
deforestation. In each of the five-year periods 
(2000–2005, 2006–2011, 2012–2014), the follow-
ing numbers of cells were removed from the 
areas covered by each of the forest types: de-
ciduous forests: none, 2, and 1; mixed forests: 
4, 5, and 6; and coniferous forests: 1, 63, and 1, 
respectively (the removals had negligible effect 
on the results). The standardized NDDI images 
were reclassified as follows. Non-drought ar-
eas were indicated by Z-score values less than 
or equal to 0.0, whereas drought areas were 
indicated by Z-score values above 0.0.

Nonetheless, it should be noted that the 
drought phenomena may not have a clear-cut 
boundary. In addition, the low spatial resolu-
tion makes it impossible not to make abrupt 
boundaries. Positive deviations from the 
mean indicate higher likelihood of drought; 
negative deviations mean the opposite.

Based on NDDI, in the period between 2000 
and 2005, 85.4 per cent of the cells (38,894 ha) 
exceeded the average of the reference period. 
This quantity was 20.3 per cent (11,827 ha) 
in the period between 2006 and 2011, and it 
was 17.2 per cent (9,573 ha) in the period be-
tween 2012 and 2014 for deciduous forests. 
In the case of mixed forests, 72.0 per cent 
(32,970 ha), 17.2 per cent (7,856 ha) and 22.0 
per cent (8,178 ha) were above average, re-
spectively. Finally, in the case of coniferous 
forests, 36.3 per cent (5,989 ha), 26.9 per cent 
(3,885 ha), and 18.7 per cent (1,846 ha) were 
above average, respectively. The areal cover-
age of drought is higher in deciduous forests 
than in coniferous forests. However, in the 
period between 2012 and 2014 the percentage 
of drought-stricken area is a little bit higher 
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Fig. 2. Representative cells containing deciduous, mixed, and coniferous forests in the study area in 2012.  
Red lines indicate geographic landscape boundaries.
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in coniferous forests than in deciduous for-
ests. Drought-stricken areas of mixed forests 
slightly increased in the last period. These 
differences are not significant, and do not 
change the fact that coniferous forests (made 
up of Pinus) appear to be more drought-toler-
ant compared to deciduous forests (made up 
of Robinia, Populus) planted on the landscape.

The drought intensity was higher during 
the period between 2000 and 2005, since 
there were intense drought years (2000, 2001, 
2002, and 2003). In particular, 2003 was one 
of the most severe droughts on record, based 
on the spectral indices and PAI. Since then, 
a decrease in drought intensity has been ob-
served. In the box plot (Figure 3), the period 
between 2000 and 2005 stands out, and the 
following periods of 2006–2011 and 2012–
2014 reflects less intensive drought condi-
tions. There were drought years (2007, 2009 
and 2012) during these periods as well, but 
they were surpassed by the large droughts 
of the early 2000s in terms of their intensity.

Because of the lack of annual land cover as-
sessment, changes in forest cover may not be 
fully accounted for by the Corine land cover 
assessments, which are made every 5 or 6 
years. Therefore, even though outliers were 
removed, the median was used, since the arith-
metic mean is sensitive to extreme values. It 
has been found that coniferous forests have 
larger mean NDDI values compared to the oth-
er forest types. Additionally, 2009 stands out as 
having the second highest median after 2003. 
Deciduous forests have the smallest medians; 
the second largest drought was in 2000. In the 
case of all three time series, the same drought 
pattern is observable but with a different rank-
ing of drought years; however, 2003 has the 
largest median in every series. The drought 
years were 2000, 2001, 2002, 2003, 2007, 2009, 
2011 and 2012. Interestingly, the coniferous 
forests reflect drought in 2011, rather than in 
2012. Subsequent drought- and non-drought 
years (2003–2004, 2006–2007) have marked dif-
ferences (22–30%) in median values (Figure 4).

The significance of the fitted linear trends 
was evaluated by the Mann-Kendall test with 
no correction for autocorrelation, since the time 

series are not auto-correlated. It was conclud-
ed that, in the case of deciduous and mixed 
forests, NDDI does not show any significant 
monotonic decreasing trend (p = 0.14, p = 0.06, 
respectively) during the examined period. On 
the other hand, for coniferous forests, a de-
creasing trend was found to be significant at 
the p < 0.05 level. However, it was not accepted 
either, because the decreasing trend is likely an 
artefact of the large droughts of the early 2000s. 
Drought maps were also created for every year 
during the examined period (Figure 5).

Validation of results

Linear regressions were applied to charac-
terize the statistical connection between the 
annual average of spectral indices and the 
Pálfai Drought Index (PAI). In addition to 
Pearson’s r values, the statistical significance 
levels were given as well. The normalized 
versions (NDVI and NDWI) performed better 

Fig. 3. Boxplot of standardized NDDI values for de-
ciduous, mixed, and coniferous forests. Outliers were 
omitted from the graph. Crosses indicate the arithme-
tic mean values. Note the wide range of the whiskers 
in case of coniferous forests in 2006–2011. There are 
also substantial gaps between the arithmetic mean 
and median values. These gaps are caused by positive 

outliers, which were removed afterwards.
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(r is −0.90 and −0.92 with PAI, respectively). 
On the other hand, the drought indices per-
formed worse. DDI shows a moderate corre-
lation with PAI. However, NDDI showed the 
weakest correlation based on linear regres-
sion, although it incorporates information on 
the chlorophyll and VWC of the vegetation.

PAI is an indicator of meteorological 
drought. On the other hand, spectral indices 
represent agricultural drought. Therefore, 
they do not necessarily match every year. Lag 
effects must also be taken into consideration. 
For example, one year’s recharge of ground-
water and soil moisture can moderate agri-
cultural drought in the following year, so that 
crops have sufficient water reserves. Under 
such circumstances, the groundwater level 
is elevated, enabling plants to utilize it. Thus, 
plants can grow normally, even if there is an 
ongoing meteorological drought (Table 1).

Connections with crop yield data obtained 
from HCSO were evaluated as well. A regres-
sion was performed for the ‘Non-irrigated ar-
able land’ class (code 212) of the Corine Land 
Cover Database 2012 because, unfortunately, 
no data on the production area of different 
crops are available. The results of this analy-
sis are shown in Table 2.

For the period between 18 and 25 of June, 
NDDI and DDI have the highest correlations 
with barley, corn, and wheat yields. The veg-
etation and water indices have lower correla-
tions with barley, corn, and wheat yields. For 
example, the vegetation indices have no sig-
nificant connections with corn yields. NDWI 
displays a weak correlation with corn yields, 
but shows higher correlations with those of 
barley and wheat. On the other hand, for the 
period between 12 and 9 of July, NDDI and 
DDI have slightly lower correlations with 
crop yields compared to the vegetation and 
water indices. In the case of corn, the veg-
etation and water indices performed best. In 

Fig. 4. Barplot showing the median of NDDI in the examined years for deciduous, mixed, and coniferous 
forests. Coloured lines indicate the average of the medians as the drought threshold limit (av_d is the average 
for deciduous forests, av_m is the average for mixed forests, and av_c is the average for coniferous forests).

Table 1. Correlation matrixa between the spectral 
indicesb  and PAI for the period between 2000 and 2014.

Spectral index Correlation with PAI

NDDI
DDI
NDVI
DVI
NDWI
DWI

0.64*
   0.80***
− 0.90***
− 0.81***
− 0.91***
− 0.87***

aPearson’s r; bApril-August average, including the 89th 
through the 273rd days of each year. Significance levels: 
*P ≤ 0.05, ***P ≤ 0.001, according to a two-tailed t-test.
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contrast, in June, their performance was the 
weakest.

The NDDI was selected as the most appro-
priate method for agricultural drought moni-
toring. As an alternative, NDVI and NDWI 
can be used separately for the same task.

All spectral indices were found to be signif-
icant in quantifying drought intensity based 
on PAI, but normalized indices are preferred 

over difference indices. Further validation 
with ground truth data is needed to fully 
assess the performance of NDDI. These pre-
liminary findings appear to be promising, 
however, the sample size is small, and only 
national averages were compared to each 
other. There is a pressing need to obtain 
more reference data to enable an extended 
calibration and validation process.

Fig. 5. Growing season NDDI averages, standardized and reclassified into drought and non-drought categories. 
Outliers have been removed. Drought years were highlighted with yellow background. Although large areas 
were drier than average in 2005 and in 2006, especially the northern parts of the study area had slightly posi-

tive anomalies, but overall, not as high as in 2007 which considered to be a drought year
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Discussion and conclusions

No indicator can fully capture the multi-
scale, multi-impact nature of drought, so 
the combination of many different param-
eters, indicators or indices (remote sensing 
data included) in a single drought classifica-
tion product is required (Hayes, M.J. et al. 
2012). To look at the international level, the 
composite indicator approach is used by the 
USDM (U.S. Drought Monitor), which was 
initiated in 1999 and is globally considered 
the state-of-the-art drought monitoring tool. 
It produces weekly maps (Svoboda, M. et al. 
2002). The European Drought Observatory 
(EDO) also created a composite called Com-
bined Drought Indicator which is composed 
from Standard Precipitation Index (SPI), soil 
moisture and fraction of absorbed photosyn-
thetically active radiation data (EDO 2013).

Our index product (NDDI) and cannot 
alone serve a basis of a national drought 
monitoring system, since additional in situ 
measurements depicting the major compo-
nents of the hydrologic cycle (like tempera-

ture, precipitation, soil moisture, streamflow, 
snow water equivalent) are also needed to 
fully capture the nature of drought in its 
complexity. Nonetheless, NDDI can be par-
ticularly useful for vegetation monitoring, 
since vegetation stress is may be the most 
detrimental consequence of drought.

The standardized NDDI was proven to be 
sensitive to land cover changes (afforestation 
or deforestation). As a result of this, a false 
drought signal is observed. Our results in-
dicate that this false signal is small and only 
affects a few cells that can be excluded from 
the analysis based on standard deviation 
values. Therefore, it has a marginal effect 
on the results, but it must not be ignored. 
Moreover, with the use of an improved land 
cover assessment, the false drought signal 
can be minimized even more.

Interestingly, it has been found that 
lower positive standardized NDDI values 
most likely represent drought, or at least a 
change in drought intensity, from the chosen 
reference period. On the other hand, large 
positive deviations (even 10+ Z-scores) are 

Table 2. Correlation coefficientsa between the spectral indices and crop yields, and between PAI and  
crop yields, for the examined periodb

Period Index
Yields

barley corn wheat

18–25 June

NDDI
DDI
NDVI
DVI
NDWI
DWI

  − 0.91***
  − 0.90***

  0.57*
    0.66**

      0.83***
      0.81***

  − 0.69**
  − 0.69**

  0.34
  0.51

   0.60*
   0.63*

   − 0.79***
  − 0.77**

  0.54*
  0.63*

    0.75**
    0.74**

12–19 July

NDDI
DDI
NDVI
DVI
NDWI
DWI

− 0.60*
−  0.68**
  0.63*

    0.67**
    0.71**
    0.73**

− 0.63*
 − 0.68**

      0.83***
    0.73**

      0.80***
    0.76**

− 0.63*
 − 0.71**
    0.66**
    0.67**
    0.73**
    0.73**
 − 0.66**Whole year PAI − 0.61*    − 0.93***

aPearson’s r; bSpectral index averages for the 8-day periods between 18 and 25 of June and between 12 and 
19 of July were used. Significance levels: *P ≤ 0.05, **P ≤ 0.01 and ***P ≤ 0.001, according to a two-tailed t-test.
Notes: In the case of the 8-day period in June, there was one missing data point in 2001. Because of high 
cloud cover, it could not be replaced by the previous or the following 8-day period. In 2010, the average 
of the previous 8-day period between 10 and 17 of June was used instead, due to high cloud cover. In the 
case of the 8-day period in July in 2000, 2002, 2004, and 2012, the mean values of the spectral indexes for 
the 8-day period between 4 and 11 of July were used, due to high cloud cover. The harvest period starts 
at the end of June.
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artefacts of deforestation in the examined 
periods, especially in the case of coniferous 
forest during the period between 2006 and 
2011. Moreover, afforestation or reforesta-
tion can also cause large negative deviations 
from the mean. This is the result of our lim-
ited capability to delineate areas with for-
est cover. A clear, unbiased climatic signal 
can only be obtained and used for detecting 
regional climatic trends through changes in 
forest vegetation canopy when we are able 
to minimize the effect of land cover changes.

It was concluded based on our validation 
process that all the spectral indices calculat-
ed from the MODIS spectral reflectance data 
collected by the Terra satellite in this paper 
were proven to be applicable for the remote 
sensing of drought, confirming our previous 
results (Gulácsi, A. and Kovács, F. 2015). 
The normalized difference indices (NDDI, 
NDWI, and NDVI) are preferred over the sim-
ple difference indices (DDI, DWI, and DVI). 
Basically, all of the spectral indices are only 
different versions of the same index or a com-
bination of them. Chlorophyll and VWC in-
formation can be fused into one single index, 
the NDDI. Because of this, the use of NDDI 
is preferred by the authors. Using NDVI and 
NDWI separately is also a viable option.

These satellite indices can be computed 
on a real-near-time basis which largely con-
tributes to regional drought monitoring and 
makes decadal-scale time series analysis pos-
sible to assess changes in drought severity.

Further research is needed to carry out an 
extended validation of the spectral indices 
using other ground truth data, such as the 
SPI (McKee, T.B. et al. 1993), which is cal-
culated from precipitation data collected at 
measuring stations. 

Successful drought monitoring of vegeta-
tion can only be achieved when we are able to 
accurately delineate vegetation cover. Because 
we use the Corine Land Cover database and 
remove outliers, land cover change has only 
a minor effect on the results. Drought inten-
sity shows a slight downward trend during 
the examined period, as the result of the large 
droughts that occurred in the early 2000s.

In the study, the basis of a cost-effective, 
near-real-time, MODIS-based drought moni-
toring system of vegetation was laid down. 
NDDI can be used as a sensitive drought as-
sessment tool for water management, agri-
culture, and conservation of natural areas.
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Introduction

In developed nations substantial regional dis-
parities in living standards, health indicators 
and general wellbeing persist, with remote or 
peripheral areas faring most poorly relative 
to others (Taylor, A. et al. 2011; Lang, T. 2015; 
Nagy, E. 2015). Both regional disparities and 
social exclusion are commonly discussed as 
issues in contemporary social sciences litera-
ture, but research relating the two is rather 
limited, despite social exclusion invariably 
characterizing peripheral populations (Bock, 
B. et al. 2014). In remote areas of developed 
countries, disparities between the socio-eco-
nomic status of sub-populations (e.g. titular/
majority vs. minority ethnic groups) are in 
many cases extreme (see for example, Abu-
Saad, I. and Creamer, C. 2012; Australian 
Government 2015; Wang, J-H. 2015).

Generally, ‘visible minorities’ living in re-
mote areas face similar problems in terms of 
sub-standard living circumstances in fields 
such as education, employment, health status 
and wealth accumulation. In remote areas, 
opportunities for transitioning socio-eco-
nomically in situ, as opposed to leaving the 
region temporarily or permanently, can be 
limited. Economic and other theorists have 
suggested that, under conditions of a bifur-
cated society, gaps between the ‘have’s’ and 
‘have not’s’ tend to increase (Taylor, A. et 
al. 2011). This contributes to the dual effect 
of those remaining in such locations having 
neither the social or other capital to move to 
areas where they might be able to improve 
their socio-economic lot (i.e. they become 
‘stuck’) and the inter-generational occur-
rence of poor social conditions, resulting in 
long lasting negative effects. These ongoing 
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issues have and continue to be the focus of 
special or targeted development policies and 
programs by governments (for example, KIM 
2011; Australian Government 2015).

In this paper we use the term ‘visible mi-
nority’ to describe the status of Roma in 
Hungary and Australian Indigenous reflect-
ing their ethnic/racial differentiation and 
their social exclusion in both countries. The 
term originally emanated as a Canadian sta-
tistical category for non-white groups calling 
attention to their disadvantaged socio-eco-
nomic position and discrimination against 
them in the labour market. Members of 
visible minorities were defined as “…per-
sons, other than Aboriginal peoples, who 
are non-Caucasian in race or non-White in 
colour” (Hou, F. and Picot, G. 2004, 9). In 
the Canadian context, the term reflected the 
increasing and changing nature of migration 
(especially the growing numbers of non-Eu-
ropean immigrants), with the main cultural 
cleavage previously based on linguistic and 
religious characteristics, which are incon-
spicuous or ‘invisible’. A similar term, ‘per-
son of colour’ is applied in the United States 
to all non-White groups. While this term is 
not a statistical category, the concept reflects 
the hierarchical racial categories, where the 
reference colour is the white and therefore 
non-Whites become racialized (Galabuzi, G. 
2006; White, P.A. 2008). 

In Australia, public policy in relation to 
immigration and society has promoted the 
nation as culturally pluralistic and toler-
ant, and overseas migration contributes a 
substantial portion of national population 
growth. In 2014–2015, for example, 53 per 
cent of the nation’s population growth came 
from immigration (ABS 2015). The most overt 
labelling of non-white residents has been ap-
plied to Australia’s original inhabitants, for 
whom there is a history of negative stereo-
typing (Pedersen, A. and Walker, I. 1997). 
In East Central European and especially in 
Hungarian context, the term ‘visible minor-
ity’ is appropriate for Roma as they have been 
a part of the population for many generations 
and are the only visibly different group of 

significant size. Their members are usually 
exposed to ethnic distinctions, face stigma-
tization and discrimination in many fields of 
the life (Molnár, E. and Dupcsik, C. 2008).

In light of this context, the term ‘visible mi-
nority’ refers in this study to those groups 
(Aboriginal and Roma) whose members 
have a different skin tone or lineament to the 
majority society, but have no migrant back-
ground.3 Although these groups are autoch-
thonous, however, with significant differenc-
es regarding their autochthony, they remain 
excluded from the white majority society as 
inherited from the colonial era. In post-so-
cialist Central and Eastern Europe (including 
Hungary), as in the Canadian case, the tradi-
tional divisions evolved along linguistic lines 
so the only traditional visible minority are 
the Roma, who generally adopted the local 
majority society’s language and religion. We 
argue that using the term ‘visible minority’ is 
appropriate to describing the contemporary 
social, economic and community status of 
the two groups as distinct them from other 
minorities with migrant backgrounds.

Although there are attempts in the lit-
erature to reveal the relationships between 
remote living visible minorities and sub-
standard living circumstances, these pa-
pers generally focus on the national or sub-
national level (e.g. Virág, T. 2006; Pásztor, 
I.Z. and Pénzes, J. 2012), and the range of 
literature documenting regional disparities 
through the comparison of minority resi-
dents from non-adjacent nations is less com-
prehensive. Only a few studies apply cross-
country comparison in order to provide a 
better understanding of the interconnection 
between some aspects of ethnicity, peripher-
alization and social-economic exclusion (e.g. 
Gregory, R. and Daly, A. 1997; Ladányi, J. 
and Szelényi, I. 2001; Milcher, S. 2006; Lee, 
K.W. 2011).

3 Naturally, Roma, migrated to Central and Southeast 
Europe since the late Middle Ages, is literally a 
migrant ethnic group who cannot be described 
as ‘indigenous’, still, the term ‘non-migrant 
background’ expresses the long-rooted presence of 
Roma in this region.
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We use the comparison of Hungarian 
Roma with Australian Indigenous people in 
remote areas to demonstrate the above inter-
connectedness. Australia and Hungary are 
non-adjacent, developed nations with sig-
nificant differences in their size, economics, 
political systems, societies and economies. 
However, by comparing and contrasting the 
socio-economic characteristics of Roma and 
Australian Indigenous people we attempt to 
present that peripheralization and margin-
alization are common phenomena for non-
migrant visible minorities, in spite of specific 
national contexts and different geographical 
scale. We also claim that the two societies are 
connected by similar basic social standards, 
living circumstances and health conditions. 

From the point of view of spatiality, 
we also argue that Hungarian Roma and 
Australian Indigenous are overrepresented 
and concentrated in remote areas. Based on 
this premise, we investigate and compare the 
general living circumstances and socioeco-
nomic status of these visible minorities. In 
doing so, we aim to explore the relationship 
between remoteness, marginalization and so-
cial exclusion for these groups. Comparing 
visible minorities’ position along three di-
mensions (spatial remoteness, socio-eco-
nomic status and ethnic differentiation) we 
intend to reveal whether the two countries 
with significant differences in geographical, 
demographical, socioeconomic and politi-
cal characteristics show similarities and the 
types and extent of these where they exist. 

Who are Roma/Australian Indigenous 

people?

The groups which are the focus in this paper, 
the Roma and Australian Indigenous people, 
are defined differently, making the question of 
‘who are Roma or Indigenous’ key. The ques-
tion incorporates both theoretical and practical 
elements. The former is primarily important 
for the academic sphere, while exact defini-
tions are required in other areas to improve 
the effectiveness of programs supporting 

Roma (Fleck, G. and Messing, V. 2010) or to 
assist in defining the scope Indigenous people 
eligible under land rights legislation (for ex-
ample, Taylor, A. and Bell, B. 2013).

The Roma issue has been highly politicized 
in the last decades in post-socialist countries, 
thus, the number of Roma is a debated issue 
not only among scholars but among the public 
and politicians as well. The number of ethnic 
Roma by self-identification (for example, the 
numbers provided in censuses) has always 
been far fewer than the number of Roma es-
timated by experts (see e.g. Kocsis, K. and 
Kovács, Z. 1991; Ladányi, J. and Szelényi, I. 
2001; Kemény, I. and Janky, B. 2005; Hablicsek, 
L. 2008; Pásztor, I.Z. et al. 2016). Consequently, 
census results regarding the number of Roma 
have been considered ‘unreliable’ and, in or-
der to fill the gap, there have been many sur-
veys to measure their numbers and charac-
teristics since the 1970s. Most have classified 
someone as Roma according to way of life and 
physical appearance, as well as by ethnic de-
scent (Kemény, I. and Janky, B. 2005) claiming 
that Roma ethnicity and social stratification 
can be surveyed by applying clear methods 
(Havas, G. et al. 2000, 194). However, ethnic-
ity and ethnic groups are conceived as a social 
construct by other scholars who claim that sur-
veys cannot objectively report the number of 
Roma because the survey method based on 
external classification reveals more about the 
classifiers than the subjects (Ladányi, J. and 
Szelényi, I. 2001).

Being aware of the above mentioned de-
bates about the number of Roma, in this 
study we use the ethnic data from the 
Hungarian census based on self-identifica-
tion. First, this is the only available dataset 
for the number of Roma in the level of set-
tlements; second, the methodology of census 
(self-identification) is more appropriate than 
diverse methodologies of external ethnic 
classification; and third, this dataset repre-
sents those living in poverty and exclusion, 
but underrepresents upwardly mobile Roma 
people with successful integration strategies. 
Thus, this dataset can be used efficiently to 
define the number and territorial distribution 
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of population subject to receive social trans-
fers (Ladányi, J. and Virág, T. 2009). 

In modern times, the term Indigenous or 
First Australian refers to those people who 
have self-identified as being of either of 
Aboriginal or Torres Strait Islander origin 
in relevant data collections such as the five-
yearly Census. In similarity to the Roma, rep-
resentation in official statistics by self-iden-
tification makes Indigenous status a social 
construct (Rowse, T. 2006). The contemporary 
use of self-identification differs from the post-
colonial and subsequent periods up the 1970s 
during which times First Australians were dis-
tinguished as ‘natives’ based on the propor-
tion of patrimonial lineage. For example, in 
the Australian Census right up until the 1970s, 
the term ‘native’ was used to distinguish in-
dividuals with a certain percentage of direct 
Indigenous lineage (often labelled ‘full blood’) 
while those with less were considered to be 
‘mixed race’ and outcasts (often labelled ‘half-
cast’). Natives were subsumed under protec-
tion acts, which sought to assimilate them into 
white society. The most blatant marker of the 
assimilation era was the forced removal of 
children from their families into the ‘care’ of 
missions and other organisations, a practice 
which continued right up until the 1970s.

In recent decades, successive national gov-
ernments have established legislation, poli-
cies and programs to recognise Indigenous 
people as traditional owners of the lands and 
to improve their socio-economic status. As a 
result, Indigenous Australian’s have obtained 
gains in the areas of land rights and land 
ownership, as well as improvements in key 
quality of life indicators like life expectan-
cies and socio-economic status (Australian 
Government 2015). This has generated sig-
nificant increases in self-declarations and 
therefore high population growth for this 
minority group (Hoddie, M. 2006). 

Methods

The key hypothesis of this study is that vis-
ible minorities living remotely face similar 

difficulties with common social, economic, 
demographic and political positions com-
pared to the dominant majority in devel-
oped countries. However, defining where 
or who is remote depends on local, national 
and international contexts, and accordingly 
definitions and the application of these vary 
between nations and continents. Thus, a ba-
sic question of this study is how to define 
remoteness in the two countries under study.

In Australia, remoteness is primarily an-
alysed in spatial terms. The size and low 
population density of the Australian conti-
nent means that substantial proportions of 
the landmass can be considered as remote 
(Figure 1). For the collection and dissemi-
nation of official statistics, and policy and 
program initiatives with specific redress 
to remote populations, the classification of 
remoteness is based on the Accessibility/
Remoteness Index of Australia, known as 
ARIA+. This provides an accessibility score 
to each populated locality based on road dis-
tances to five levels of service centres. The 
locality indexes are interpolated to provide 
a remoteness index value for one-kilometre 
grids of the continent (Australian Population 
and Migration Research Centre 2014). 

In Hungary, the relatively small size of 
the landmass means most of the countryside 
is accessible in few hours from the capital 
Budapest. Nevertheless, both the literature 
and governmental policies define remoteness 
based on economic, social and demographic 
indicators (Faluvégi, A. and Tipold, F. 2012; 
Pénzes, J. 2013). These collectively delimit 
the underdeveloped regions with complex 
economic and social disadvantages as be-
ing remote. As a consequence, geographi-
cal peripheries measured by accessibility 
and backward areas measured by complex 
economic-social indices are highly overlap-
ping in Hungary (Lőcsei, H. and Szalkai, G. 
2008), and on that basis it may be argued as 
being remote. Thus, we define remote areas 
in Hungary as those suffering from both so-
cial, economic and infrastructural backward-
ness as well as high unemployment (thus, 
receiving dedicated state financial support). 
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These areas cover mostly the north-eastern 
and south-western peripheries and some ad-
joining inner peripheries (Figure 2).

While the contexts for remoteness in 
Australia and Hungary differs similar liv-
ing circumstances prevail for Roma and 
Indigenous populations making remoteness 
a suitable lens for comparing and contrasting 
visible minorities.

The verity of this key hypothesis is examined 
by analysing and comparing a range of statisti-
cal indicators. Data includes comparisons and 
investigation of fertility, health, education, la-
bour market, income and living conditions. We 

compare and contrast indicators between the 
two groups, between remote and non-remote 
areas and between visible minorities and oth-
ers. This comparison should underpin that (1) 
visible minorities live under worse circum-
stances than the dominant ethnic group (both 
in remote and non-remote areas), (2) remote 
living visible minorities face more significant 
challenges in various facets (access to health 
care, employment, education, etc.) compared 
to non-remote co-ethnics, and (3) visible mi-
norities in remote areas across developed na-
tions can be characterized by similar attributes 
described by similar values of indices.

Fig. 1. Australia’s remoteness areas and Indigenous communities. Circles indicate relative size of Indigenous 
communities. Source: ABS 2007.
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Data for Roma are limited; beside the 
available census data on the national level 
indicated as ‘Roma average’ in the tables, 
detailed territorial data for Roma is not ac-
cessible. Consequently, an indirect analysis 
is applied. This includes presenting the in-
dicators from the 2011 Census for remote 
areas by settlement categories classified by 
the share of Roma in the total population. 
Analysis of the demographic distribution 
and socio-economic situation for Australian 
Indigenous people in remote areas are pri-
marily based on 2011 Census data. 

We constructed custom data tables using 
the software ABS Table Builder. We also 
used data from a range of other collections 
including the National Aboriginal and Torres 
Strait Islander Social Survey and a range of 
demographic collections provided by the 
Australian Bureau of Statistics (ABS). Data 
sources are denoted next to relevant results.

Results

Number and territorial distribution of Roma and 
Indigenous people

According to the 2011 census in Hungary, the 
number of ethnic Roma population, based on 
self-identification, increased by 63 per cent in 
ten years to 309,000 persons. The aggregate 
number of those who declared Roma affilia-
tion4 exceeded 315,000 persons or 3.2 per cent 
of the total population.5 As it is possible to 

4 Based on at least one of the census categories reflect 
ethnic belonging. These are ethnicity, mother tongue 
and spoken language.

5 According to surveys, Roma in Hungary counted 
around 600,000 in the first half of the 2000s (Kemény, 
I. and Janky, B. 2005). Nowadays, their number 
approaches the 700,000 (Hablicsek, L. 2008), or, 
based on the detailed territorial data by Pásztor, 
I.Z. et al. (2016), can reach 870,000.

Fig. 2. State supported areas in Hungary. Source: Authors’ edition based on the 105/2015 (IV. 23.) Government 
Regulation.
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declare multiple ethnic identities since the 
2001 census, most of those expressing Roma 
affiliation self-identified Roma and Hungar-
ian ethnicity simultaneously. At the same 
time, only 54,000 persons declared Roma 
mother tongue due to their long-standing 
linguistic assimilation.6

The salient increase in the number of Roma 
in the recent decades is the consequence of 
both the above-mentioned changes in census 
methodology, and the high fertility rate of 
the Roma outstripping the respective data 
of any other ethnic groups. However, the 
growth in their number was much higher 
than their estimated fertility would have 
generated (Hablicsek, L. 2008), thus, we 
argue that the census number of Roma de-
pends primarily on the subjective nature of 
self-identification influenced by the diverse 
Roma identity constructions and the contem-
porary social conditions (including their stig-
matized being, discrimination, etc.) (Csepeli, 
G. and Simon, D. 2004; Tátrai, P. et al. 2017).

The majority of Roma (53% and much 
higher than for the total population at 31%) 
live in rural areas in the country although to 
a decreasing extent since internal migration 
flows are towards urban areas (Pénzes, J. et 
al. 2018). Additionally, a significant number 
of Roma live in municipalities with less than 
500 inhabitants, where living circumstances 
are at their worst in the Hungarian context. 
Furthermore, residential segregation and the 
peripheral geographical location of villages 
with high Roma populations also contributes 
to segregation (Ladányi, J. and Szelényi, I. 
2001) based on segregated settlements within 
the locality or a ghettoized villages, particu-
larly in the north-eastern and south-western 
peripheries (Kocsis, K. and Kovács, Z. 1991; 
Virág, T. 2006). Despite these issues, the pro-
portion of the Roma within the municipalities 
is still quite low. Although migration and ur-
banization process have reshaped their geo-

6 Already the 1971 national survey documented that 
Hungarian is the mother tongue of about 70 per 
cent of the Roma (Kemény, I. and Janky, B. 2005). 
According to the 2011 census only about quarter of 
the Roma can speak one of the Roma dialects.

graphical distribution, the ethnic geography 
of Roma has hardly changed in the last hun-
dred years. About 60 per cent of the Roma 
live in Northeast and Southwest Hungary 
which coincides with the regions with high 
number of small villages. Because of urbani-
sation in the second half of the 20th century, a 
significant number of Roma live in the central 
region, in the Budapest agglomeration.

Comparing the share of Roma with the re-
moteness on the level of localities we found 
significant overlap (Figure 3). Although “only” 
30.4 per cent of Roma live in territories con-
sidered as remote, this is much higher than 
the respective data of total population (6.3%). 
Likewise, Roma constitute 14.9 per cent of 
total remote population, while the national 
average is only 3.1 per cent. The above data 
refers to Roma’s concentration and overrep-
resentation in remote areas (Table 1).

The 2011 Census count of Indigenous 
people in Australia was 548,369, or 2.5 per 
cent of the national population (ABS 2016). 
In the 2006 Census, the count was 455,031 
Aborigines and Torres Strait Islanders, a 
20 per cent growth in number in five years. 
Two-thirds of this growth was through de-
mographic factors (natural increase) and 
one-third by the changing identifications 
(ABS 2013a).7 In 2011, around 130,000 (22%) 
lived in remote areas where they comprised 
a quarter of the population (ABS 2016). In 
some remote areas there are high concentra-
tions of Indigenous Australians, notably in 
and around discrete remote communities 
found across in the North of the country (de-
noted by the black dots in Figure 1).

Nevertheless, Indigenous population 
growth in urban areas in the South of the 
country is far outstripping growth in remote 
areas (Taylor, A. and Bell, B. 2013), and erod-
ing the remote share significantly. During 
2006 to 2011, for example, the Indigenous 
population of northern Australia grew by 
12 per cent compared to 24 per cent for the 

7 Similarly to the Roma case, estimates highly rose 
Indigenous number both in 2006 (517,000; 14% 
difference compared to census) and 2011 (670,000; 
22%) (ABS 2013a).
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Fig. 3. Territorial distribution of the ethnic Roma population in Hungary (2011). Source: Authors’ edition based 
on the 2011 Census data.

Table 1. Settlement data on remote areas in Hungary, 2011

Proportion 
of Romas in 

settlements, %

Number of 
municipalities

Average size of 
municipalities, 

persons

Population in 
2011, persons

Population change in  
per cent (1990 = 100%)

1990–2001 2001–2011

0–1
1–5

5–10
10–20
20–30
30–40
40 and over

Total remote
Total non-remote
Roma average

75
115
122
173
94
45
38

662
2,492

–

355
929
949

1,249
1,078

890
636
953

3,735
–

26,622
106,851
115,785
216,072
101,293
40,036
24,178

630,837
9,306,791

308,957

91.0
96.5
98.3
98.4

101.7
102.8
107.2
98.7
98.3

133.2

86.6
90.7
91.3
92.5
94.9
98.3
99.8
92.7
97.8

162.6

Source: Authors’ calculation based on the 2011 Census data.

southern Australia. There are a number of 
complex and interconnected explanations 
for this. Firstly, progressively more people in 
southern parts are identifying as Indigenous 
(when they did not previously) as societal ac-

ceptance has improved. Secondly, high rates 
of mixed patterning in southern cities (where 
one person in the relationship is Indigenous 
but the other is not), which invariably leads 
offspring being declared as Indigenous on 
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the birth certificate. Migration from North 
to South and changing Census procedures 
and population estimation methods are also 
contributing (Taylor, A. and Bell, B. 2013).

Despite the governmental policies to im-
prove conditions for Australia’s Indigenous 
population since the 1980s resulting in im-
proving life quality indicators and growth 
in numbers, there remain significant gaps in 
the socio-economic status of Indigenous and 
other Australian’s. Similarly, health indica-
tors highlight there are gaps in key indicators 
remaining (Australian Government 2015). In 
remote and northern areas, these gaps are 
far higher, although difficult to measure ac-
curately, despite concerted policies and pro-
grams being in place for a number of decades 
aimed at reducing such gaps.

The spatial distribution of Indigenous 
Australians, against many preconceptions, 
is towards the urban areas in the more popu-
lous States (Taylor, A. and Bell, B. 2013). 
However, in proportional terms, concen-
trations in the population are far higher 
outside of large urban centres and particu-
larly in the remote regions of the nation  
(Figure 4). This shows a similar pattern to 
Roma in Hungary as far as there is an inverse 
relationship between the proportion of the 
population which is Indigenous for individ-
ual communities and the size of these (Table 
2). However, Indigenous representation in 
remote Australia is far higher than for Roma 
with around half of all communities having 
a 50 per cent or greater Indigenous share in 
their population.

Results for comparative statistical indicators

The demographic indices for the Roma are 
considerably different from non-Roma in 
Hungary and throughout Central and East-
ern Europe. Roma is the only ethnic group 
in Hungary characterized by high fertility 
rates, positive natural growth and young 
age structure (with an average age 15 years 
lower than the total population) (Tátrai, P. 
2015). Although fertility rates for Roma are 

still much higher than the national average 
(Table 3), they have been slowly decreasing 
for decades (Kemény, I and Janky, B. 2005).8

Comparing the elements of natural growth 
in remote and central parts of the country, 
both birth and death rates are higher in re-
mote areas. Throughout the country, higher 
Roma share is associated with higher fertility 
and lower death rate. The latter can be ex-
plained by the low number of elder Roma age 

8 Some studies call attention to the possible interrelation 
between high fertility and the residential segregation 
of Roma (e.g. Janky, B. 2006; Ladányi, J. and Szelényi, 
I. 2006; Durst, J. 2010).

Fig. 4. Proportion of the population who identified 
as Indigenous in 2011. Source: Custom data extracted 
by the authors from ABS Table Builder, 2011 Census.

Table 2. Settlement data for remote Indigenous 
Australians, 2011

Proportion of 
Indigenous, %

Number of 
communities

Average size 
in persons

0–10
10–30
30–60
60–85
85–95

95 and over
Total remote
Non-remote

71
57
40
35

112
89

404
710

1,809
3,407
1,145
2,651
1,693

10,106
3,832

28,585
Source: Custom data extracted by the authors from 
ABS Table Builder, 2011 Census.
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groups.9 Consequently – the unfortunately 
unavailable – age-specific death rates would 
be the adequate index to describe Roma mor-
tality.10 Using data of settlements with more 
than 40 per cent Roma population as proxy 
for Roma suggests there are no significant 
differences in Roma demography between 
remote and non-remote areas (Table 3). While 
municipalities with Roma local majority are 
characterized by the highest natural growth, 
they also have the highest migration loss 
due to their unfavourable position in the 
settlement hierarchy and the poor economic 
opportunities. Furthermore, the high (and 
rising) share of Roma can speed up emigra-
tion of the young, well-educated, non-Roma 
people with higher human capital, which is 
partly counterbalanced by the immigration of 
poor people, mostly Roma (Virág, T. 2006).

Fertility rates for Indigenous Australians are 
also much higher than for the general popu-
lation. In 2014 the national Indigenous total 
fertility rate was 2.22, compared to 1.87 for 
the overall population (ABS 2015). The me-
dian age of Indigenous mothers, at 24.5 years, 
was much lower than the overall population 
for whom the median age was 30.8 in 2014. 

9 Only 4.6 per cent of the Roma population is aged 60 
years or over (Hungary’s average: 23.5%).

10 For instance, surveys indicate much higher infant 
mortality compared to the national population 
average (EC 2014).

Babies born to Indigenous mothers are twice 
as likely to be of low birthweight and, while 
there have been large declines in Indigenous 
infant mortality rates in the past four decades, 
they remain at almost twice that of non-In-
digenous infants. Separate fertility data is 
only available at the State and Territory level 
in Australia, however, using the Northern 
Territory as a proxy for remote Australia sug-
gests Indigenous fertility in remote areas to 
be around the same (2.1) as for Indigenous 
people across Australia as a whole.

Health indicators and surveys report on 
Roma’s poor health condition and poor 
access to healthcare (e.g. Babusik, F. 2004; 
Fónai, M. et al. 2008; EC 2014). Based on the 
only available health related indicator for 
Roma, there is a broad gap between Roma’s 
and non-Roma’s life expectancy of about 
ten years less for Roma (Babusik, F. 2004; EC 
2014). This is far more than the regional gap 
in life expectancy (6.5 years) seen between 
the best (Central) and the worst (Northeast) 
regions. The literature highlights the strong 
impacts of low education levels, low in-
comes, high unemployment rate and high 
share of Roma population on low life expec-
tancies (Klinger, A. 2003; Uzzoli, A. 2016). 

The health status for Australian Indigenous 
people, especially those in remote areas, is 
significantly worse than for others. Life ex-
pectancy estimates are a prime example with 

Table 3. Main demographic indicators of remote and non-remote areas in Hungary, 2011

Proportion 
of Romas in 

settlements, %

Annual live 
birth rate

Annual 
death rate

Annual 
natural 
increase 

rate

Annual net 
migration 

rate
Ageing 
index

Live birth 
per 100 
women 

aged 15–x 
years2001–2011

0–1
1–5

5–10
10–20
20–30
30–40

40 and over
Total remote

Roma average

8.0
10.1
10.7
12.4
14.2
16.1
20.0
12.3

–

17.5
16.4
17.1
15.1
13.4
13.1
12.0
15.3

–

–9.5
–6.3
–6.3
–2.7
0.8
2.9
8.0

–3.0
–

–4.0
–2.9
–2.2
–4.6
–5.7
–4.6
–8.2
–4.2

–

190
150
131
112
87
67
45

111
14

183
182
184
187
199
211
221
190
233

Source: Authors’ calculation based on the 2011 Census data.
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estimates suggesting a twelve-year gap for 
males and an eleven-year gap for females 
(Table 4). Indigenous life expectancies out-
side of Australia’s major cities are estimated 
at 67.3 years for males and 72.3 years for 
females (ABS 2013b). Detailed data for re-
mote areas are not compiled due to issues 
with the registration of Indigenous deaths 
in some States. Nevertheless, data demon-
strate Indigenous Australians die at younger 
ages and higher rates than non-Indigenous 
Australians, with 65 per cent of Indigenous 
deaths occurring prior to age 65 compared to 
only 19 per cent for non-Indigenous deaths 
(AIHW 2014). The main causes of life expec-
tancy gaps between Indigenous and non-
Indigenous Australians are chronic diseases 
including circulatory disease (24% of the 
gap), endocrine, metabolic and nutritional 
disorders (21%), cancer (12%), and respira-
tory diseases (12%) (AIHW 2014).

Since poor health status is interrelated to 
low education levels, it is not surprising that 

the Roma population has low educational 
attainment. More than 80 per cent attended 
only primary school, while an incredibly low 
1.2 per cent has a higher school qualification. 
These figures are reaching far behind the na-
tional and the remote average. Comparing 
the total population of remote and non-
remote areas shows a significant gap with 
much better values for the non-remote popu-
lation (Table 5) with a higher Roma propor-
tion correlating with worse educational indi-
ces in both areas.

In remote Australia there is also a strong 
positive correlation (r2 = .82) between the pro-
portion who are Indigenous in settlements 
and the proportion of Indigenous who did 
not attend school (Figure 5). For example, a 
much higher percentage of adults did not go 
to school in settlement with more than 95 per 
cent indigenous residents. 

Conversely, an inverse relationship is ob-
served between the proportion of residents 
who are Indigenous in settlements in remote 

Table 5. Population aged 7 years or older by the highest education completed in Hungary, 2011

Proportion 
of Romas in 

settlements, %

Share of population aged 7 years or older completed

at most primary school, % higher education, %
Remote Non-remote Remote Non-remote

0–l
1–5

5–10
10–20
20–30
30–40

40 and over
Total

55.9
55.5
57.8
57.7
63.4
69.1
77.2
59.6

35.7
33.5
47.3
50.4
56.6
65.3
77.8
36.0

4.2
5.1
4.6
5.0
4.1
3.5
2.0
4.6

15.1
18.6
8.2
7.8
5.9
4.0
1.9

16.3

Roma average 80.6 1.2

Source: Authors’ calculation based on the 2011 Census data.

Table 4. Life expectancy estimates for Indigenous and other Australians, 2010–2013

Level, cities
Indigenous Other Australians Indigenous life

Males Females Males Females Males Females

National level
Outside of major cities
Major cities

67.4
67.3
68.0

72.3
72.3
73.1

79.8
80.7
81.7

83.2
84.7
85.0

12.4
13.4
13.7

10.9
12.4
11.9

Sources: ABS 2012a and ABS 2013b.
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areas and the proportion that have a post-
school qualification equivalent to a Bachelors 
level or higher (Figure 6).

The 2011 census data for Hungary also 
show the disadvantageous position of the 
Roma in the labour market. The employment 
rate among Roma is 25.1 per cent, while the 
national average is double at 57.9 per cent. 
The remote area’s average is in between the 
two values (42.5%). These, however, should 
be treated cautiously since in remote areas, 
and especially small villages, economic ac-
tivity is partly realized in the grey and black 
economy. Thus, statistical data regarding 
employment and income reflects worse situ-

ation than the reality (Feischmidt, M. 2012).11 
The official data on unemployment show the 
same pattern (Table 6). 

The unemployment rate for the Roma is 
almost four times higher than the national 
average. This difference would be much 
higher without public work, which is count-
ed in statistics as normal employment. Public 
work dominates the labour supply in remote 
areas and especially in those municipalities 
with high proportion of Roma, but still many 
remote living Roma families subsist without 
employed family member. The joint pres-
ence of high unemployment and low activ-
ity among the Roma results in high number 
of inactive and dependent Roma population.

Australian Indigenous unemployment rates 
are higher in remote areas and higher for set-
tlements where a greater proportion of resi-
dents are Indigenous (Figure 7). Conversely, 
Indigenous participation rates (those either 
working or actively seeking work) are higher 
at remote settlements with a lower proportion 
of Indigenous residents in the population.

At communities with higher proportions of 
Indigenous residents, employed people are 
more likely to work in the government sector 
(Table 7) with a third of employed Indigenous 
residents work in the government sector 
compared to a fifth in non-remote Australia. 
For non-Indigenous residents the propor-
tion employed in the government sector is 
the same in remote and non-remote areas, 
signifying Indigenous employment is signifi-
cantly concentrated in the government sector 
in remote Australia.

Due to their weak position in the labour 
market, Roma’s income is below average and 
poverty is widespread. Per capita income in re-
mote areas is around half of the national aver-
age, and income of remote villages with Roma 
11 However, according to the 2003 national survey, Roma 

employment and activity rate is characterized by 
strong regional, urban–rural and gender differences: 
about 65 per cent of the working-age Roma men in 
Budapest had regular working opportunity (which 
is considered to be high even compared with the 
non-Roma population), while the respective data of 
working-age Roma women in East Hungary reached 
only 6 per cent (Kemény, I. and Janky, B. 2005).

Fig. 5. Did not attend school by proportion Indigenous in 
remote settlements, 2011. Source: Custom data extracted 
by the authors from ABS Table Builder, 2011 Census.

Fig. 6. Bachelor degree level or higher post-school 
qualification by proportion Indigenous in remote set-
tlements, 2011. Source: Custom data extracted by the 

authors from ABS Table Builder, 2011 Census. 
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majority is even less, about 27 per cent (Table 8). 
Despite the huge differences between remote 
and non-remote areas as a whole, non-remote 
localities with Roma majority have almost the 
same income level as remote ones (27.4 % and 
26.6% of the national average respectively). 

Low income and deep poverty necessar-
ily manifests in low living standards. Data 
from the 2011 census show that the remote 
housing density is significantly higher than 
other areas, while the quality of flats and the 
availability of internet subscriptions are far 
below the non-remote and non-Roma aver-
age (Table 8). Overcrowding is common for 
Roma households because of the relatively 

high number of children and the small, bad 
quality of flats. According to the statistics, a 
low per capita number of internet subscrip-
tions is also inversely correlated to the high 
Roma share within the local population. 

In similarity to Roma people in Hungary, 
overcrowding is more common in towns 
where the proportion of Indigenous Aust-
ralian’s in the resident population is higher. 

Fig. 7. Unemployment and participation rates in remote 
settlements, 2011. Source: Author’s calculations using 
data extracted from ABS Table Builder, 2011 Census.

Table 6. Employment indicators of remote areas of Hungary, 2011

Proportion 
of Romas in 

settlements, %

Employment rate Unemployment rate
Number of public workers 

per 100 employed

Remote Non-
remote

Remote Non-
remote

Remote Non-
remote

0–1
1–5

5–10
10–20
20–30
30–40

40 and over
Total

47.1
45.3
43.3
42.2
38.7
33.9
25.9
41.5

60.1
59.9
51.3
49.3
46.3
39.8
29.3
58.9

19.6
20.7
22.6
24.2
26.7
31.1
45.6
24.5

10.5
11.9
17.1
17.5
21.1
26.2
33.9
12.0

22
24
26
29
37
52
97
31

3
3
12
15
22
47
85
4

Roma average 25.1 44.3 – –

Source: Authors’ calculation based on the 2011 Census data.

Table 7. Indicators of the proportion of employed 
persons who work in the government sector*, 2011.

Proportion 
Indigenous 
in remote 

communities, %

Number of 
communities

Average 
per cent 

government 
employed*

0–l0
10–30
30–60
60–85
85–95

95 and over
Total remote, 
Indigenous
Total remote, Non-
Indigenous
Non-remote, 
Indigenous
Non-remote, Non-
Indigenous

71
57
40
35

112
89

404

404

710

710

34
28
32
27
31
35

32

16

21

16

*Government sector includes the Australian State 
and territory and local governments. Source: 
Custom data extracted by the authors from ABS 
Table Builder, 2011 Census. 
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There is a strong statistical relationship be-
tween the proportion Indigenous in remote 
towns and the proportion of private dwell-
ings with six or more residents (Figure 8). In 
remote areas, there are (on average) more 
persons per bedroom in private dwellings. In 
Indigenous households in remote Northern 
Territory, for example, there are an average 
of 1.5 persons per bedroom and 3.5 persons 
per household compared to 1.2 persons per 
bedroom and 2.5 persons per household for 
non-Indigenous households (ABS 2012b).

Meanwhile, internet connection rates in 
remote settlements are inversely related to 
the proportion of the population of dwellings 
which are classified as Indigenous dwellings 
(Figure 9).

Table 8. Income and some indicators of living circumstances in Hungary, 2011

Proportion 
of Romas in 

settlements, %

Relative income per capita 
(Hungary = 100.0)

Share of dwellings with 
six or more residents

Number of internet 
subscriptions per 1,000 

persons

Remote Non-
remote

Remote Non-
remote

Remote Non-
remote

0–1
1–5
5–10

10–20
20–30
30–40

40 and over
Total

58.2
55.6
53.7
51.9
46.2
39.5
26.6
50.4

105.5
108.4
74.1
71.1
59.5
42.8
27.4

103.4

3.0
3.1
4.0
5.1
6.6
9.0

12.0
5.1

2.0
1.7
3.0
4.3
6.0
7.3

14.1
1.9

251
245
239
238
227
266
187
238

359
369
279
281
256
219
235
356

Source: Authors’ calculation based on the 2011 Census data.

Fig. 8. Dwellings with six or more residents in remote 
settlements, 2011. Source: Author’s calculations using 
data extracted from ABS Table Builder, 2011 Census.

Fig. 9. Proportion of remote dwellings with internet 
connections, 2011. Source: Author’s calculations using 
data extracted from ABS Table Builder, 2011 Census.

Discussion and conclusions

In this study we have compared and con-
trasted a range of demographic, socio-eco-
nomic and other indicators to highlight the 
similar circumstances faced by the visible 
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minorities of Hungarian Roma and Austral-
ian Indigenous peoples. The research here 
emphasises that, although there are substan-
tial conceptual and methodological issues in 
directly comparing visible minorities with 
non-migrant backgrounds, people in both 
populations face similar issues in terms of 
their social and economic wellbeing, sug-
gesting that they are in a disadvantaged po-
sition and are not benefiting to the extent of 
wider society. Based on statistical data, the 
research revealed essential similarities in 
remote geographical position intertwined 
with poor socio-economic circumstances of 
the two groups. 

It is important to emphasize that both 
groups are overrepresented in remote areas 
which are peripheral and underdeveloped 
areas of the two countries. The data shows 
substantial ’gaps’ in the selected indicators, 
namely fertility, health, education, income, 
labour market, household internet and car 
ownership. Both Roma and Indigenous peo-
ple are characterized by unfavourable indica-
tors in these areas compared to the majority of 
society. Furthermore, the research found gaps 
not only between the visible minorities and the 
others but between remote living and non-re-
mote people as well. Overall, therefore, the im-
poverished position of Roma and Indigenous 
people can be conceptualised along three di-
mensions: spatial remoteness, socioeconomic 
remoteness and ethnic differentiation.

What is special in our case is the spatial 
factor. In developed countries, most of the 
visible minorities have a migrant back-
ground; tending to settle in urban regions, as 
most developed places providing propitious 
life-circumstances, when resettling. By con-
trast, visible minorities with a non-migrant 
background are concentrated in regions of-
fering a narrower range of possibilities for 
wellbeing due to historical processes which 
have resulted in lower socioeconomic status 
in these areas. This situation is sometimes 
exacerbated by unfavourable settlement pat-
terns and ethnic residential segregation.

In Australia gaps between both Indigenous 
and other Australians, as well as between 

remote-living and urban-living Australians 
have become the focus for successive it-
erations of national and State or Territory 
government policies for rectifying the situ-
ation. While key health indicators, such 
as infant mortality rates, for remote living 
Indigenous people are improving (Australian 
Government 2015), it is difficult to argue that 
decades of high investment have paid divi-
dends in terms of ’closing the gaps’. Some 
of this, like the gap in life expectancies be-
tween Indigenous Australians and others, 
is because conditions for others continue to 
improve, and so despite improvements for 
Indigenous people, the gaps remain.

In Hungary, the analysis has confirmed the 
general gap between Roma and non-Roma 
people by comparing national census data. 
This gap is also traceable within remote areas 
where generally, a higher Roma population 
share means worse indicators at the settle-
ment level. Based on the few available data 
and the general gap between the remote and 
non-remote areas, and considering the limits 
of the indirect method, we also argue that 
remote living Roma face somewhat worse 
life-circumstances than their co-ethnics in 
non-remote regions. Similar to the Australian 
case, despite the governmental policies 
(mostly employment and education policies) 
addressing ‘closing the gaps’ between Roma 
and non-Roma following the regime change 
in 1989, Roma life circumstances have barely 
improved and, thus, the gaps remained or 
continued to grow (Molnár, E. and Dupcsik, 
C. 2008; Fleck, G. and Messing, V. 2010; 
Kertesi, G. and Kézdi, G. 2012).

The reasons for the gaps are mostly de-
rived from visible minorities’ inherited social 
and spatial disadvantage. During the forma-
tion of modern societies, non-migrant visible 
minorities were pushed to the geographical 
peripheries, excluded from the traditional so-
ciety (or if integrated, only to the bottom stra-
ta) and secluded from the resources. Social 
and spatial marginalization was facilitated 
by their ‘visibility’, i.e. the racial differentia-
tion. Up to the 1970s in Australia and until 
1989 in Hungary, the contemporary power 
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made efforts to resolve Indigenous/Roma is-
sue by forced assimilation. In recent decades, 
policies of multiculturalism are favouring 
visible minorities, however with little effect, 
therefore both Indigenous Australians and 
Hungarian Roma still suffer from low social-
political-economic integration, low human 
capital and low accessibility to resources. 
Ethnic discrimination and remote geographi-
cal position also contributes to unequal social 
relations and exclusion from the centralized 
decision-making process.

A lack of human capital and financial 
resources also hampers mass migration of 
Roma and Indigenous to non-remote areas, 
which might be the easiest way to ‘break 
out’ of poverty. Nevertheless, numerous ex-
amples show that individuals with capacity 
for social mobility can successfully improve 
their socioeconomic status. However, these 
“success stories” more likely result in as-
similation, especially if the individuals’ an-
thropologic character allows getting out from 
Indigenous/Roma ethnic category. Overall, 
as a consequence of the changing ethnic self-
identification of wealthy members of visible 
minorities, only poor, marginalized people 
likely living in remote areas will be associ-
ated with non-migrant visible minorities. 

Our study is an attempt to conceptualise 
international comparisons of visible minori-
ties focusing on remote living Hungarian 
Roma and Australian Indigenous. We found 
that, independent from the geographical lo-
cation, the scale and the social context, visible 
minorities face similar problems and gaps, 
and patterns of social and spatial exclusion 
are similar across the developed nations. 
Policy makers will benefit from understand-
ing marginalization and disadvantage of mi-
nority groups through the lenses applied in 
this study to formulate policies for improv-
ing these circumstances across international 
boundaries.
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Introduction

Over the last decade, smart cities became a 
fashionable subject of urban development 
both in the international academic literature 
and public discourse. There are three main 
global urban issues wherein the smart city 
concept can provide solutions for urban de-
velopment. The first is urban crowd or con-
gestion: cities should handle their growing 
population and the challenges that this pro-
cess generates (Chuan Tao, Y. et al. 2015). The 
second issue is providing sustainable urban 
environment in cities for a higher quality 
of life for their citizens (Abella-Garcia, A. 
et al. 2015). The third issue is creating social 
inclusion and decreasing inequalities in ur-

ban life conditions (Batty, M. et al. 2012). Big 
ICT companies like IBM, Cisco or Telekom 
provide IT solutions for cities who put their 
investments in ‘smart city’ development pro-
jects in order to promote their ‘smart’, ‘sus-
tainable’ and ‘green’ nature. At the same time 
social researchers are more critical about these 
oversimplified computational solutions to so-
cial problems (Anttiroiko, A.V. 2013, 2014; 
Townsend, A.M. 2013; Kitchin, R. 2014). 

The main objective of this paper is to 
strengthen the idea of usefulness of big 
data in examining and developing the ur-
ban transportation system. In 2011, Google 
Maps made its real-time traffic congestion 
data available in Hungary, and today they 
also have available traffic forecasts on cer-

Using Google Maps road traffic estimations to unfold spatial and 
temporal inequalities of urban road congestion:  

A pilot study from Budapest

Péter BAJI 1

Abstract

In recent urban geography literature, smart cites became a fashionable subject. The smart city paradigm is 
strongly connected to researches based on big data. The main objective of this paper is to strengthen the idea 
of usefulness of big data in examining and developing the urban transportation system as part of smart cities. 
In this pilot research, Google Maps traffic estimation data were used to evaluate the special vehicular traffic 
flows in District 3, in Budapest. On 45 defined road sections, travel time estimation data were collected with 
the aim to calculate the extent of wasted time in traffic jams. According to our results this source of ‘big data’ 
is a feasible way of conducting ‘smart’ research on a city road system. The most relevant advantage of this 
database is that it is continually generated on a high spatial and temporal resolution. The conclusion of this 
pilot research is that spatial and temporal inequalities are evincible from this database, unrecognized processes 
can be easily analysed, which can help urban planners to rethink their strategies on urban transport system. 
The most important findings showed that, on workdays, there is a second wave of peak traffic on many roads, 
and, within our chosen district, there are congestion hot spot places. It is important to note that Google Maps 
data have limits, but by understanding them this method is a useful way for geographers to examine urban 
traffic congestion patterns with a high spatial resolution.
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tain roads where significant congestions can 
be measured. These data can provide lots of 
new insights for urban geographers espe-
cially in cities like Budapest, where vehicular 
traffic jams generate huge problems. 

For the sake of this pilot research the 3rd 
district of Budapest was chosen as case-study 
area due to several reasons. Firstly, this dis-
trict lies in a geographically transitional po-
sition between the ‘wealthier’ north-western 
part of the suburban zone and the downtown 
area of Budapest; thus, vehicular traffic gen-
erated both by commuters and inner-city 
car users can be analysed at the same time. 
For instance, in recent times, the volume of 
commuters from agglomeration settlements 
to Budapest has increased (Keserű, I. 2013), 
and this extra traffic can be observed on the 
roads of the case-study district. Moreover, 
this area has mixed residential land use pat-
tern, with the largest pre-fab housing estate 
in Budapest, garden suburbs, and high-den-
sity downtown-type urban housing. These 
differences can serve as explanatory factors 
for the road traffic patterns. Secondly, this 
area has a complex, but well analysable, road 
system that fits the organic historical neigh-
bourhood types of the district; thus, it is suit-
able for a pilot study. 

Research background

Smart transport and mobility as a smart city 
’domain’

Since cities are complex systems containing 
lots of physical, social and environmental 
layers, smart city research also addresses 
different aspects (or so-called ‘domains’) of 
smart cities. According to Mattoni, B. et al. 
(2015), there are hard and soft domains in 
smart city development. Hard domains are 
related to the physical infrastructures of the 
city, like energy grids, water management 
system, buildings, or transport. In the de-
velopment of these domains, the relevance 
of big data generated by sensors and their 
software is often emphasized (Neirotti, P.  

et al. 2014). Among them smart urban trans-
port is probably the most promising research 
field for geographers, because the optimiza-
tion of an urban transport system directly 
improves the life of local residents and the 
environment of the city. 

In the international literature, lots of stud-
ies emphasize the potential development 
possibilities of smart mobility or intelligent 
transport systems (Giffinger, R. et al. 2007; 
Attiroiko, A.V. et al. 2014; Steenbruggen, 
J. et al. 2015; Bálint, D. and Trócsányi, A. 
2016). During the development process of 
telecommunication in the 1990’s, a demand 
arose among developers to keep track of ur-
ban traffic flows even in real-time (Marvin, 
S.J. 1994), and today, through smart sensors 
and contracted GPS user transporters, these 
flows became analysable (these results can 
be seen in a simplest way on Google Maps). 
These data are increasingly feasible for un-
folding and detecting traffic jam zones within 
the city; furthermore, these real-time data 
provide opportunities for quick interven-
tion for urban planners and a great potential 
for urban researchers to detect the results 
of these interventions. Thus, cities became 
“urban laboratories”, where planners and re-
searchers can conduct experiments (Batty, 
M. et al. 2012). 

This study is strongly connected to the old 
dilemma of interchangeability of the travel-
ling and telecommunication (Graham, S. 
1997); the main point of this issue is how so-
ciety can decrease travel time, travel costs, 
and lower the level of pollution through 
cheaper telecommunication opportunities 
that connect people while eliminating the 
need to travel (e.g. home office days, Skype 
meetings). The importance of this issue was 
highlighted by a recent study based on the 
Hungarian time-budget survey (1986/1987–
2009/2010), which revealed the consistency of 
the average daily transport time-use per cap-
ita (60–65 minutes) in the last four decades, 
and showed that in this period the motorcy-
cle/car time-use ratio roughly doubled in the 
total transport time use among Hungarian 
commuters (Fleischer, T. and Tir, M. 2016).
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Environmental, economic and social effects of 
urban congestion

It is also important to note that urban trans-
port systems generate 40 per cent of carbon-
dioxide emissions in modern cities, but there 
are good examples where this pollution has 
been decreased through smart IT solutions 
and cross-city cooperation (Navarro, C. et 
al. 2015). In the last decades, a lot of stud-
ies have highlighted the increasing amount 
of air pollution caused by urban sprawl and 
road traffic congestion in different urban 
areas around the world (Chin, A. 1996; Ca-
magni, R. et al. 2002; Quingyu, L. et al. 2007). 
Although, different vehicle types generate 
different amounts of pollutants, the emission 
ratio is higher in traffic jams, thus, congestion 
hot spots became pollution hot spots, too. 

The economic and social effects of road traf-
fic congestion can be measured by the length 
of vehicles’ travel delay. On the one hand, 
researchers argue that measuring congestion 
with the help of travel delay times can show 
the amount of unproductive, wasted time for 
society (Cohen, H. and Southworth, F. 1999; 
Schrank, D. et al. 2010). On the other hand, it 
is not clear how the real value of time and an 
accurate benchmark of road congestion can 
be defined (Rouwendal, J. and Nijkamp, P. 
2004; Sweet, M. 2011). Although, the econom-
ic costs of congestion are more measurable 
(e. g. by the amount of wasted work time), 
several studies highlight that these kinds of 
travel delays not always generate significant 
losses in economic productivity (Stopher, 
P.R. 2004) because individuals change their 
travel behaviour through modal, temporal 
and spatial corrections (Downs, A. 1992). 

Big data applications for a better understanding 
of the city

Based on the international smart city litera-
ture, it is safe to claim that the use of big data 
is unavoidable, because such data enable re-
al-time analysis of city life and provide huge 
amounts of information for planners in order 

to make more sustainable and efficient cities 
(Kitchin, R. 2014). Kitchin, R. (2013, 2014) 
emphasizes that using big data for urban re-
search can complement well-known ‘small 
data’ research like censuses and other small-
sample based qualitative surveys. Because of 
the high accessing velocity (created at close 
to real time) and the high spatial and tempo-
ral resolution of this data type, it can provide 
static snapshots and overviews of the dynam-
ic unfolding of the daily life pattern of cities. 

Many researchers emphasize, furthermore, 
that data generated worldwide about society 
and business sectors are growing dynami-
cally; moreover, today, more data is being 
generated every two days than in all of his-
tory (Manyika, J. et al. 2011; Smolan, R. and 
Erwitt, J. 2012; Zikopoulos, P.C. et al. 2012; 
Rial, N. 2013). Although growth of available 
data can be seen impressive for ‘data hungry’ 
researchers, it is important to note that there 
are several difficulties when we try to use 
these data sets. For instance, in most cases, 
big data come from a huge unstructured 
file with different types of data (numbers, 
pictures, strings), therefore, making reliable 
connections among these data can be a slow 
and complex work (Al Nuaimi, E. et al. 2015). 

According to Kitchin, R. (2014), the sources 
of big data can be divided into three catego-
ries: directed, automated, and volunteered. 
Directed data comes from the traditional forms 
of surveillance conducted by states (e.g. pass-
port control, fingerprints, public surveillance 
cameras). Automated data are produced by 
automatized data capture systems like smart 
phones that record their usage history and 
cell phones’ call data. The third type of data 
source is volunteered data, which is generated 
by the conscious decisions of users who make 
observations, and create posts and uploads on 
social media sites, for example (Lengyel, B. 
and Jakobi, Á. 2016). While the first and third 
categories generate several concerns about de-
fending personal privacy (Niaros, V. 2016), 
the second source can provide aggregated 
data without ethical problems. Research re-
sults presented in this paper are clearly linked 
with the second big data source. 
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Methods and database

Transport sciences have a long history of 
measuring traffic flows with different meth-
ods and approaches (Wardrop, J.G. and 
Charlesworth, G. 1954; Leduc, G. 2008). 
Transportation engineers generate traffic 
data with the help of static and dynamic 
measurement methods. The typical way of 
measuring cross-sectional static traffic is by 
using loop detectors to calculate the number 
of vehicles passing through a given point of 
a road. For instance, the national cross-sec-
tional study in Hungary uses raw data from 
this type of instrument (Magyar Közút Non-
profit Zrt. 2017). Although the advantage of 
this method is its accuracy, its main limit is 
the spatially fixed nature of the measuring 
instruments, therefore, the length and geo-
graphical positon of measured road sections 
are consistent. Thus, these data can be used 
for transportation planning on a larger geo-
graphical scale, but the local spatial pattern 
of transport habits in urban society cannot 
be detected this way. The other method for 
unfolding traffic flow patterns is dynamic 
measurement. Formerly, this method used 
a car moving with traffic and registering its 
own traits of trajectory. In recent times, FCD 
(Floating Car Data) measurement has been 
emerging: where vehicles operated by fleet 
management systems send their GPS data 
while they are in traffic. This real-time data 
is supplemented by private car owners’ GPS 
positions, using navigation applications on 
their drivers’ smart phones. Google Maps 
traffic data is typically generated this way; 
hence, in comparison with the aforemen-
tioned cross-sectional survey, the advantage 
of these data is in their temporal and spatial 
resolution. Moreover, annual Hungarian 
cross-sectional surveys are limited to main 
roads, and they cannot detect the traffic pat-
terns in smaller urban roads within a day. 

This pilot study tried to test the usefulness 
of big data about traffic generated by Google 
Maps. In the first step, the measured roads 
of the whole district were subdivided into 
roughly one-km-long sections. These sec-

tions were adjusted according to the mor-
phology of the district’s urban road system, 
and I made sure to fit them to the real or-
ganic neighbourhoods. The total number 
of road sections is 45. Secondly, I defined a 
week when traffic estimation data were col-
lected. This time period was from 13 to 19 
November 2017. Choosing a complete week 
helped me to observe the road traffic patterns 
on weekend days as well as workdays. The 
selected time period is a normal week with-
out any national holiday; and in November 
the number of tourists is generally low. Thus, 
the estimated traffic data closely approaches 
the real average traffic in this time period. 

The third step was the process of data col-
lection with the help of Google Maps (www.
maps.google.hu). From this website, two 
data types where collected: the basic travel 
time (shorter) and the travel time with the es-
timated traffic volume (longer). The time in-
tervals of collected data within the days were 
20 minutes long, because the website allowed 
this temporal level. The first point of time 
was 06:00 in the morning and the last was 
22:00 at night on every measured day. After 
the raw data were collected, I built a database 
on further indicators, like average speed of 
traffic, total number of vehicles, and volume 
of time wasted per kilometre and car on cer-
tain road sections. To estimate the number of 
vehicles, the so-called Greenshields-formula 
was used (Greenshields, B.D. 1935), which 
assumes that there is a linear connection be-
tween the velocity and the density of road 
traffic. Even though this formula was devel-
oped for estimating highway traffic, which is 
simpler than urban road systems with their 
intersections and traffic lights, it is still ap-
plicable to the general estimation of urban 
traffic patterns as well (Erhart, Sz. 2007), and 
thus it is suitable for the main goal of this 
pilot research.

                                                     ,                   (1)

where V = velocity, V
max

 = maximum velocity, 
K = actual traffic density, K

d
 = traffic density 

in the case of maximum traffic congestion;
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                           Q = V · K ,                            (2)

where Q = number of vehicles in a certain 
time period on the defined road.

Using these indicators, I was able to com-
pare the main temporal and spatial traffic 
patterns of the districts. Finally, the whole 
database was analysed with statistical meth-
ods and thematic maps were produced.

According to Google’s official statements, 
these data are calculated using different 
sources: government departments of trans-
portation, and private data providers (gadg-
ets.ndtv.com). The latter include individuals 
who use smart phones for navigation (e.g. 
Waze or Google Maps). Although Google 
has enough collected historical data even in 
Budapest to make rather accurate real-time 
and future traffic estimations, the accuracy 
of data always depends on the actual num-
ber of ‘data providers’ within the chosen 
area. However, the data on these numbers 
are not public. Even though Google Maps 
traffic estimations have been used for many 
years in different countries, little scientific 
analysis has been conducted about the ac-
curacy of their application; but there is some 
evidence about the fairly good accuracy of 
web-based traffic estimations like those done 
with Google Maps (Morgul, E. et al. 2014).

Results of the pilot research

The big picture: basic pattern of daily road traffic

According to the results, there are three dif-
ferent daily congestion flow types within a 
week, if we analyse the cumulated data in 
the whole district. The first type is the typi-
cal workday from Monday to Thursday. On 
these days we can differentiate three main 
congestion time periods (Figure 1). 

In the direction of the city centre roads be-
come congested in two waves. In the morn-
ing, this wave lasts from 6.00 to 11.20, with 
the peak between 7.40 and 8.00. Though the 
volume of traffic decreases around midday, 
it does not fade away. The second wave starts 

in the afternoon from 14.20 and ends at night 
20.20. This wave peaks at 17.40. Comparing 
the two traffic waves in the direction of the 
city centre, we can see that the morning 
one is larger in volume. But observing the 
second wave points to a frequently unrec-
ognized phenomenon which, in terms of 
urban development, is truly significant. The 
phenomenon is the second traffic wave it-
self, generated by people who are on their 
way home and who leave their home for the 
second time, travelling by car in the direc-
tion of the city centre to go shopping or do 
other leisure activities. The third congestion 
period is also in the afternoon between 15.00 
and 19.40, but in the direction of the outskirts 
(Figure 1). This congestion wave shows the 
normal vehicular traffic generated by people 
who leave their workplace to go home. 

The second somewhat transient day type, 
is Friday. On this day, the morning traffic 
towards the city centre is somewhat lower 
and shifts slightly later (by 20 minutes). 
However, the main feature that distinguish-
es it from other workdays is the earlier start 
of the afternoon congestion waves in both 
directions. This wave in the direction of the 
centre starts from 13.00 and also ends in the 
evening at 20.20. The main peak of this wave 
comes 20 minutes earlier than on other work-
days. Friday traffic to the outskirts shows a 

Fig. 1. Estimated average traffic speed on measured roads 
of District 3 in Budapest over a day. Time of estimation: 
13.11.2017–19.11.2017. Source: https://maps.google.com
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similar pattern; it starts also at 13.00 but ends 
earlier, at 19.40 in the evening, with an earlier 
peak between 16.40 and 17.20. Thus, we can 
say that afternoon traffic on Friday has the 
same volume but has a longer duration than 
on other workdays. This result indicates that 
working people probably leave their work-
places earlier on Fridays, and this largely 
affects the characteristic of urban traffic con-
gestion in our analysed district. 

The third separate traffic type is, of course, 
weekend days. The most important observa-
tion about these days is that the volume of traf-
fic over a day is much lower than on the other 
days of the week (Figure 1). Besides this, we can 
note that traffic flow patterns are quite similar 
in both directions. On the weekend days, there 
are two smaller traffic waves. The first is from 
10.20 to 13.40 (mainly to the outskirts), which 
can refer to the people who leave their home 
by car to have lunch somewhere. The second, 
slightly increasing traffic wave is in the after-
noon between 16.20 and 20.00 (mainly to the 
centre). It represents those car users who go 
to do some leisure activities in the afternoon. 

The volume of social time wasted

Although the costs of traffic jams for citizens 
are a hot topic among urban researchers, there 
is no consensus about the real volume of its 
negative economic impacts (Sweet, M. 2011, 
2013). Even so, the volume of wasted time 
through traffic jams in society can be calcu-
lated from collected raw data. If we know the 
ideal and real travel times and the estimated 
number of vehicles on particular road sections, 
the total wasted time in congestion can be de-
termined within the whole district (Table 1).

If we analyse the traffic differences among 
different days, we can recognize that, while 
congestion peaks in the direction of the city 
centre are on Wednesdays, the peak to the 
outskirts is on Fridays. Thus, the traffic gen-
erated by workers travelling by car peaks not 
on Monday, the first workday, as one would 
expect, but in the middle of the week. This is 
generally true for both directions, but on roads 
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which lead out of the city, this peak remains 
on Thursday and Friday as well; moreover, 
the volume of vehicles and wasted time grows 
slightly. In contrast to workdays, on weekend 
days, the volume of daily traffic and wasted 
time is roughly half of the average workday 
traffic. But there is a larger difference between 
the two measured directions at weekends. In 
the direction to the suburban areas, the vol-
ume of traffic is higher (by a third) than to-
wards the city centre. It can be related to week-
end, holiday and leisure traffic, which starts 
already on Friday. So, if we see the weekly 
amount of vehicular traffic, the total number 
of vehicles in congestion is roughly 200,000 
cars higher in the direction of the outskirts or 
the agglomeration. The origin of this phenom-
enon is the inclination of citizens to leave their 
home for leisure activities on weekends.

According to our findings, the magnitude 
of citizens’ wasted time in traffic conges-
tion is so large that it should be a relevant 
topic for urban planners in the investigated 
district. If we assume that all cars in con-
gestion have only one passenger (this is the 
minimum estimation), then, on an ordinary 
workday, car users waste the total of nearly 
300 days within this district alone (Figure 2). 

This amount of time is slightly more than 
a year’s worth of full-time work for a citi-
zen, which means that, on a rough estimate, 
every year, District 3 of Budapest wastes 
around 250 people’s yearly work time be-
cause of road traffic congestions. These data 
should inspire urban planners to explore the 
features and causes of congestion more in-
tensely, because Budapest in general, and the 
3rd district in particular, need to tackle this 
social and environmental problem.

Congestion hot spots on a deep spatial level

In the following, four aspects of road traffic 
patterns are investigated on a fine spatial res-
olution. The first two answer questions such 
as how the road size and geographical posi-
tion relate to the intensity of congestions, or 
where the traffic hot spots are, and why they 

are there. The third aspect shows the differ-
ences between the two measured directions 
on a deep spatial level. Finally, the last ques-
tion is whether we can define different road 
types according to their daily traffic flow. 

To unfold the relations between some pa-
rameters of road sections and the volume of 
traffic, Pearson’s correlation was calculated 
(Table 2). The main result of the analysis is that 
the size of certain roads impacts principally 
the volume of congestions and social time 
wasted, but these correlation coefficients are 
at best medium-strength. The results show 
that this interdependence is mainly true for 
workdays, and, in the case of the outskirts’ 
direction, also Fridays and weekend days be-
cause of weekend traffic, as mentioned above. 
There is a weak negative correlation between 
the distance of road sections from the city 
centre and the daily amount of congested 
time wasted. This means that the more cen-
trally located road sections have somewhat 
higher chance of congestion within a day, 
mainly on workdays (Table 2). 

The last explanatory variable was the geo-
graphical position of the road section. This 
variable was generated with the help of a 2 
km size grid, which was used to define the 
deeper geographical position of road sections 
(Figure 3). Although there is a weak positive 
correlation on workdays and mainly in the 

Fig. 2. Sum of daily wasted time in traffic congestion 
in Budapest’s District III, on all roads and in all direc-
tions (2017). Time of estimation: 13.11.2017–19.11.2017. 
Source: Own calculations based on Google Maps data
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direction of the city centre, the geographical 
position of these road sections is the weak-
est explanation for the congestion patterns of 
our measured district.

Thus, we can say that the congestion vol-
ume is primarily connected with the main 
roads of the district, and because these roads 
go through the whole area, the other geo-
graphical features of road sections are less 
relevant. It is obvious, that these main roads 
deserve more attention by urban planners 
and developers to detect the causes of vehic-
ular traffic jams and decrease them. Another 
relevant consequence also comes from this 
observation; namely, the factor of commut-
ing traffic from the agglomeration settlements 
to Budapest. The two main roads (Numbers 
10 and 11) collect all transit traffic from the 
neighbouring settlements of District 3 and 
channel it towards the other neighbouring 
districts of Budapest. Thus, research on the 
effects of commuter traffic from neighbour-
ing settlements deserve also special attention.

With the help of a database, the daily con-
gestion hot spots are detectable; in other 
words, we can reveal which road sections 
have the largest amount of daily congestion 

Table 2. Pearson’s correlation coefficients* of road parameters and volume of time wasted

Explanatory variables
Independent variables

workdays Friday Saturday Sunday

Daily amount of time wasting per km, to the centre, min

Size of road section,total length of lanes, m
Nearest distance from city centre of road section, m
Geographical position of the road section, 1 km grids
Geographical position of the road section, 2 km grids

0.466
– 0.232

0.153
0.167

0.276
– 0.206

0.151
0.160

– 0.203
– 0.031

0.043
0.035

– 0.242
– 0.019

0.057
0.051

Daily amount of time wasting per km, to the outskirts, min

Size of road section,total length of lanes, m
Nearest distance from city centre of road section, m
Geographical position of the road section, 2 km grids

0.540
– 0.105

0.031

0.478
– 0.006
– 0.055

0.361
– 0.011
– 0.020

0.316
– 0.077

0.055

Daily amount of time wasting per km, both directions, min

Size of road section,total length of lanes, m
Nearest distance from city centre of road section, m
Geographical position of the road section, 2 km grids

0.599
– 0.215

0.132

0.469
– 0.135

0.068

0.149
– 0.024

0.004

0.094
– 0.064

0.066

*Highest positive values in italics. Source: Own calculations. 

and delay time. To measure the inequalities 
between particular roads, the amount of daily 
wasted time was used (Figure 4). This indica-
tor shows the permeability of certain roads, 
and according to the results, there are some 
roads that are more traffic sensitive than oth-
ers. In the direction of the city centre three 
congestion hot spots can be defined. The first 
is in the southern part of the district, near the 
downtown area. The main road of a sub-dis-
trict called Újlak and its quay road integrate 
the total traffic to the city centre; thus, this 
is the main congestion hot spot within the 
district. Connected to this part of the district, 
there is another important road (Szépvölgyi 
and Kolostor streets) which channel the 
complete traffic from the southern highland 
neighbourhoods to the city centre (Figure 4). 

The second, smaller congestion hot spot is 
the periphery of the Pók Street housing estate, 
where traffic attempts to avoid the congestion 
of Main Road 11, however, this itself gener-
ates traffic congestion in both directions. The 
third congestion hot spot is in the northern 
part of the district, and is affected by the large 
pre-fab housing estate of Békásmegyer. It is 
important to see that, although the sum of 
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Fig. 3. The 2 km size grid used to define the geographical positions of road sections (edited by the author)

Fig. 4. The average amount of daily wasted time in traffic congestion on different road sections (between 
Monday and Thursday, towards the city centre). Time of estimation: 13.11.2017–16.11.2017. Source: Own 

calculations based on Google Maps data 
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time wasted is larger on main roads, in this 
area, the smaller roads are more sensitive to 
high traffic levels. In addition, the geographi-
cal position of the suburban railway can be 
an explanatory factor, because the railway 
line lies between Road 11 and congested 
smaller roads; thus, to reach the main road, 
drivers must go across the railway. Because 
of the heavy railway traffic at congestion 
times, these crossing points frequently slow 
down vehicular traffic with light barriers. Not 
counting a couple of smaller road sections, 
traffic in the direction of the outskirts shows 
similar patterns to traffic in the direction of 
the city centre (Figure 5). The three congestion 
hot spots (mentioned above) are the same 
within the analysed district. 

As the last part of the pilot research one 
question remained. Can we define road types 
based on their daily traffic flow? To answer 
this question, two statistical values were calcu-
lated from the daily velocity fluctuation data 

between 6:00 and 22:00 on all road sections. 
The first is their standard deviation and the 
second is their range. Standard deviation can 
show the volume of daily traffic speed fluctua-
tion on certain roads and range defines the dif-
ference between the minimum and maximum 
values of data series. From these indicators, I 
calculated a new indicator, which displays the 
ratio of the standard deviation to the range 
of the data sets. If this ratio is low, the traffic 
flow on a certain road is smooth; and if it is 
higher, the traffic fluctuation within a day is 
larger. According to this indicator, three road 
types were separated. For the first type, the 
indicator was 0. This means that on type 1 
roads the average measured traffic speed is the 
same within the days. For the second type, the 
value of the indicator is less than 25 per cent, 
which shows a medium size traffic fluctuation 
on a certain road. Type 3 roads have a large 
daily traffic fluctuation, where the values are 
between 25 and 50 per cent. 

Fig. 5. The average amount of daily wasted time in traffic congestion on different road sections (between 
Monday and Thursday, to the outskirts) Time of estimation: 13.11.2017–16.11.2017. Source: Own calculations 

based on Google Maps data 
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The analysis of daily flow types focused 
only on workdays from Monday to Thursday. 
In general, we can see that road sections that 
have no traffic fluctuation are the least fre-
quent in both directions. There can be sig-
nificant traffic on these roads, but their flow 
is predictable and they have no peaks. These 
road sections are in the middle of the district 
and a few of them are in congestion hot spots. 
In the second type, there are more road sec-
tions, and they all have one little congestion 
peak, which duration is short. In the direction 
of the centre, this is the morning traffic peak, 
whereas the formerly mentioned second 
wave in the afternoon is difficult to perceive. 
In the direction of the outskirts, road sections 
also have a small and short instance of con-
gestion, which shows that afternoon traffic, 
when citizens leave their workplaces, affects 
these roads very much. Their geographical 
positions are also interesting, because in this 
‘medium’ type, there are many main road 
sections and roads that are close to the dis-
trict or city boundaries. The most peak sensi-
tive type is the third category of roads, and 
it contains more than half of the investigated 
roads (Figure 6. and 7). 

On these roads, there are two congestion 
peaks in both directions, but, the morning 
peak is necessarily stronger in the direction 
of the city centre, and the afternoon peak 
is stronger in the direction of the outskirts. 
These peaks are generally longer and larger 
than in type 2. Geographically, in the di-
rection of the city centre most of them are 
smaller roads that are connected to main 
roads with high traffic, and because their 
traffic cannot avoid these roads, they have 
heavier congestion at peak periods (Figure 6). 
In the other direction, the situation is not the 
same. Whereas the aforementioned smaller 
road sections are also congested in the direc-
tion of the outskirts, the entire Main Road 
Number 10 has heavy congestion (Figure 7). 
The explanation behind these phenomena 
may be that the northern part of the district 
(with Road 11) has a larger population den-
sity than the western one; thus, while a huge 
part of traffic from Road 11 probably goes off 

to these dense neighbourhoods, the larger 
part of Road 10’s traffic goes directly to the 
settlements of Budapest’s agglomeration.

From these results, we can see that there are 
important differences between road sections 
by their daily traffic flow. These differences 
depend on the size and the geographical po-
sition of the road section, but the features 
and morphology of the road system are also 
important factors. However, equally impor-
tant finding is that the daily commuting and 
travelling habits of residents are at least as 
important factor for comprehending the main 
road congestion problems, their costs, and 
their solutions. Traffic peaks are originally 
generated by society through their driving 
habits, and these space usage patterns can be 
changed. This deep spatial analysis can help 
urban developers to handle urban congestion 
problems at their basic roots. 

Conclusions

From the analysis of Google Maps data, it can 
first be concluded that this source of ‘big data’ 
is a feasible way of conducting ‘smart’ scien-
tific research and making smarter development 
decisions on a city road system. The most rel-
evant advantage of this database is that it is 
continually generated on a deep spatial and 
temporal level. Moreover, plenty of cities are 
measured by Google in the same way; thus, 
these data are comparable on a wider (even 
international) level. In Hungary, the forms of 
‘traditional’ annual traffic surveys cannot ana-
lyse the patterns of daily traffic flows on a deep 
spatial level, and local municipalities have 
also limited capacity to make their own traf-
fic measurements. Hence, using Google Maps 
data we can extend our knowledge based on 
traditional census data regarding commuting 
(e. g. Pálóczi, G. 2016; Varga, L. et al. 2016).

The second conclusion of this pilot research 
is that spatial and temporal inequalities are 
evincible from this database, and heretofore 
unrecognized processes can be analysed in 
a deep way, which can help urban planners 
to smartly rethink their conceptions about 
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Fig. 6. Types of traffic fluctuation on road sections (between Monday and Thursday, towards the city centre). 
Time of estimation: 13.11.2017–16.11.2017. Source: Own calculations based on Google Maps data 

Fig. 7. Types of traffic fluctuation on road sections (between Monday and Thursday, to the outskirts). Time of 
estimation: 13.11.2017–16.11.2017. Source: Own calculations based on Google Maps data 
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the transport system. The research proved 
empirically that, on workdays, there is a 
second wave of peak traffic on many roads, 
and, within our case-study area, there are 
congestion hot spot times and places. This 
information can be very useful for residents 
in planning their travels, and aiming to avoid 
time-wasting traffic jams.

As the third conclusion, it is important to 
highlight that Google Maps data have their 
limits. Firstly, we have to be sensitive with 
choosing time periods and temporal resolu-
tion because some data loss is inevitable. For 
instance, in this research, the 20-minute peri-
ods are useful to estimate traffic and wasted 
time because the travel time delays cannot be 
more than 10–12 minutes on roughly one-km-
long road sections. But this is also the weak-
ness of the estimation, because between the 
two measured time points, some of the traf-
fic data go to waste. Therefore, this research 
method is highly sensitive in terms of the tem-
poral and spatial resolutions. If the road sec-
tions are too long, congested travel times also 
get higher, but there are limits to the minimum 
size of road sections and limits to the distance 
between temporal measured points as well, 
because the maximum amount of congested 
travel time on a certain road cannot be higher 
than the time between measured time points.

The pilot research presented in this paper 
opens a new perspective for methodology, 
because it is a useful example of using often-
contested ‘big data’. These methodological 
experiences could provide more input for 
further research where the database used 
could be assembled from different Google 
applications. In the future, it would be im-
portant to extend and refine this research in 
the remaining districts of Budapest or its ag-
glomeration, or even compare the result with 
the vehicular traffic patterns of other cities. 
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Introduction

Our consumer society faces a rather diverse 
typology of second-hand retail nowadays, 
which puts second-hand retailing into a dif-
ferent perspective. Parallel with the develop-
ment of consumer culture and retail trade, 
the market of second-hand items has greatly 
diversified (Stobart, J. and Van Damme, 
I. 2010), and broken into special segments. 
Not only the economic, social, and cultural 
driving factors of consumer behaviour are 
getting more and more complicated, but the 
motivations of the actors of the supply-side 
are expanding with new aspects. 

Trading with second-hand goods has been 
expanding in Hungary too. Along with the 
appearance of new forms of trade, new con-
sumer trends appear, which further diversify 
Hungarian market competition, however, so 
far relatively little attention has been placed 

on the analysis of their spatial aspects. 
Additionally, second-hand retail may con-
tribute to the transformation of consumption 
spaces (Nagy, E. et al. 2016) and support the 
retail trade diversity of public spaces in ur-
ban areas (Boros, L. et al. 2016). 

In our everyday shopping experiences, we 
run into second-hand items on flea markets, 
in antique shops, thrift stores and flea shops, 
as well as on antique fairs and garage sales. 
Retailing in second-hand clothes and used 
cars have developed their own market, and 
due to the development of e-commerce, on-
line market places for used items and auction 
sites have also become popular. However, 
until now there is no study which examines 
and thoroughly analyses the characteristics 
of the elements of this market segments.

When defining the market of used items, 
one has to very careful, since it is rather diffi-
cult to draw the exact line between retailing in 
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Flea markets in the space – Typology and spatial characteristics of 

second-hand retail in Budapest 
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Abstract 

Nowadays the term “used items” has a rather rich connotation, thus their retail trade has also diversified, has 
broken into several segments. This study first defines the aspects according to which the different types of 
second-hand retail trade can be classified, then – on the basis of this – it describes the types and sub-types of 
the sector. Based on Hungarian and foreign literature, considering the profile of second-hand retailers we can 
distinguish fairs (antique fair, car boot sale, and garage sale), markets (flea market, burse) and shops (second-
hand clothes shop, vintage shop, flea shops, charity shops, antique shop and shops with additional functions). 
The study based on primary research also classifies the different retail units on the basis of their location, 
product range, opening hours and their operators. Then with GIS methods the spatial distribution of used item 
retailers in Budapest is represented on a map, finally the data is analysed. In 2016 the majority of second-hand 
retail units was antique shops and second-hand clothes shops, but the market was enriched with flea shops, 
thrift stores and flea markets as well. The study points out that due to their functions in the market, the dif-
ferent types show spatial characteristics, the different shops are concentrated in different parts of the capital. 

Keywords: second-hand retailing, flea market, shop typology, spatial structure, Budapest
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second-hand goods and other forms of retail 
trade. Moreover, on the market of used items 
not exclusively “used” goods are traded, so 
it is more accurate to talk about re-selling 
(Van Cayseele, P. 1993). For the definition 
international standards for classifications of 
economic activities can provide a reference 
point. ISIC Rev.4 applied by the United 
Nations Statistics Division and NACE Rev.2 
used in the EU member countries – on which 
the Hungarian NACE ’08 system is built – lists 
in-store retailing in used items (mainly books, 
clothing items, antiques) and the activities of 
auction houses under the heading „not else-
where classified” retail activities (https://un-
stats.un.org, http://ec.europa.eu, http://www.
teaorszamok.hu). The branch does not include 
retailing in used cars and their parts, online 
auctions, mail order and pawning activities. 
At the same time, the author also finds it im-
portant to make distinction between retailing 
in second-hand items and used cars because 
of the different market mechanisms. Plus, we 
have to make distinction between retail of 
second-hand goods – in the traditional sense 
– and selling in auction houses. The latter ones 
mainly sell artwork and antiques in auctions 
for adding or storing value, so their activities 
are more like the activities of art galleries, 
than of garage sales or flea markets. Thus, the 
author more agrees with the classification of 
the North American Industry Classification 
System (NAICS), which distinguishes the 
activities of auction houses and retailing in 
used items.

The aim of this study is to introduce the 
supply side on the market of used items in 
Hungary through the example of Budapest. 
The author sets up a typology which can be 
used for classifying activities on the market of 
used items, and also covers the full spectrum 
of retail activities in second-hand goods. This 
systematic classification would be required, 
because in Hungary buying and selling used 
goods, and the experiences connected to this 
affect several layers of the society. 

Another aim of the study is to examine spa-
tial dimensions of second-hand retail units in 
the capital from a point of view of regional 

science, highlighting spatial distribution of 
the actors of this special market segment. The 
author seeks answer to the question whether a 
concentration or separation in space can be ob-
served in the distribution of these retailers, and 
if there is a connection between spatial distri-
bution and the functions of the different types. 

Theoretical overview – outline of previous 

international research 

In the research history of second-hand re-
tailing, the development features of second-
hand clothes retail have been in focus. This 
sector has been investigated mainly from cul-
ture- and socio-historical points (Lemire, B. 
1997; Frick, C. 2005; Palmer, A. and Clark, 
H. 2005; Fontaine, L. 2008). However, Greg-
son, N. and Crewe, L. (2003) dealt with the 
spatial dimensions of second-hand clothes 
retail. While Williams, C. and Paddock, 
C. (2003), as well as Guiot, D. and Roux, 
D. (2010) have remarkable findings in re-
searching the sector’s market. DeLong, M. 
et al. (2005) focused on a special segment in 
second-hand clothes retail, on vending vin-
tage and retro fashion items.

More holistic studies on the whole of the 
market for second-hand goods are mainly re-
lated to the names of economists. In previous 
decades, several macroeconomic researches 
focused on the issues of substitutability be-
tween new and used items and the effects 
of changes in product life cycle on the mar-
ket (Swan, P.L. 1972; Liebowitz, S.J. 1982). 
Scitovsky, T. (1994) in his work discussed 
how second-hand retail influences the macro-
balance of the market, while Shulman, J.D. 
and Coughlan, A.T. (2007) placed the empha-
sis on the conditions of profitability. Another 
studies focused on transactional costs on the 
market for second-hand goods and on the 
role of price discrimination (Anderson, S.P. 
and Ginsburgh, V.A. 1994; Thomas, V.M. 
2003), and on revealing bidding mechanisms 
and pricing factors (Stroeker, N.E. and 
Antonides, G. 1997). Williams, C.C. (2002, 
2003) discussed the factors of the operation 
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of second-hand retail market and buyers’ 
needs and motivation from a demand-side 
approach. Gabbott, M. (1991) analysed con-
sumers’ risk-taking behaviour, Huang, S. et 
al. (2001) segmented consumers on the basis 
of their willingness to pay. 

Besides the earliest researches on U.S: swap 
markets (Sherman, E. et al. 1985), socio-cultur-
al (Sherry, J. 1990a) and eco-sociological re-
searches (Chantelat, P. and Vignal, B. 2005) 
are worth mentioning. The characteristics 
of traditional US garage sales and commu-
nity fairs were examined by Soiffer, S. and 
Herrmann, G. (1987), Herrmann, G. (2011) 
and Crawford, M. (2014). Researches in car 
boot sales are connected to Mulholland, 
M. and Cockfield, R. (1993), Stone, J. et al. 
(1996), Crewe, L. and Gregson, N. (1998).

The first scientific researches of charity 
shops of Wester-European origin started in 
the 1990s (Horne, S. and Broadbridge, A. 
1995; Horne, S. 1998), and several outstand-
ing studies have been published on the clien-
tele of charity shops, on customer behaviour 
and motivation (Chattoe, E. 2000; Bardhi, 
F. and Arnould, E.J. 2005; Mitchell, M. and 
Montgomery, R. 2010).

Nowadays two new directions of research 
on second-hand retail have emerged. With 
placing environment-conscious lifestyle and 
re-use of gods into focus, novel aspects of 
second-hand goods market will gain more 
attention (Gregson, N. et al. 2013; Fortuna, 
L.M. and Diyamandoglu, V. 2017). As a re-
sult of the spread of e-commerce, research-
ers also focused on exploring online mar-
ketplaces and auction sites (Peters, M. and 
Severinov, S. 2006; Hummel, P. 2015). 

Definition of second-hand retail trade

The market of used goods can be considered 
an alternative/informal distribution channel 
for consumer durables, see C.C. Williams’ 
work (2002), whose emergence and opera-
tion is based on the substitutability of prod-
ucts (Swan, P.L. 1972; Anderson, S.P. and 
Ginsburgh, V.A. 1994), and on different con-

sumer value judgement (Shulman, J.D. and 
Coughlan, A.T. 2007). 

Selling and buying used goods is a diverse 
activity, and is constantly changing in the 
context of space-and-time. Its prime charac-
teristic is self-organization (Sherry, J. 1990b, 
Leyshon, A. et al. 2003; Williams, C.C. 2003). 
It includes legitimately (or in some cases il-
legally) organized garage sales, antique fairs 
and flea markets, as well as individual and 
chain stores selling second-hand clothes, 
thrift stores and flea shops, and electronic 
auctions and auctions as well.

Items sold and bought during the transac-
tion can be new or used ones, and cover the 
full range of goods, but their basic common 
feature is that they used to be the property 
of at least one owner, so they end up on the 
market as second-hand items.

Hungarian aspects of the research topic

In Hungary, in the previous decades, research-
es in second-hand culture mainly focused on 
social and sociological aspects (Valuch, T. 
2004; Zachariás, K. 2007; Berta P. 2012). 

The history of the most well-known 
Hungarian flea market, the “Ecseri” in 
Budapest was researched by Bruckner, É. 
(2007). The range of goods supplied on the 
Ecseri market, the market in Bakancs Street, 
and the flea market in Petőfi Csarnok covers 
the whole spectrum of used goods, includ-
ing unique pieces of collections and rarities. 
A special form of used goods retail, typical 
for East Central Europe, is junk and jumble 
picking, popular with antique retailers. As 
Kovács, E. et al. (2008) state, at times of house 
clearance and junk removals pickers select 
items which are of considerable value and 
sell them at different fairs and in markets. 
Opposed to waste pickers, junk pickers are 
specialized in collecting different tools, ob-
jects, materials and often work cross-border.

Differentiation in retailing in used items 
can be observed in Hungary too. Although 
car boot sales are not very common in 
Hungary, thrift stores, flea shops, vintage 
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stores, community and garage sales have al-
ready appeared. Today – in the age of elec-
tronic auctions – prevail of auction websites 
sets the trends in second-hand retail. The 
most well-known international online mar-
kets (Amazon, Craigslist, Ebay, FreeCycle és 
a Yahoo!) (Hickman, B. 2010; Fortuna, L.M. 
and Diyamandoglu, V. 2017) are gaining 
popularity in Hungary too, and the num-
ber of users of Hungarian auctions sites is 
also increasing (Vas-Egri, M. and Danó, Gy. 
2013). The most popular ones are Apród, 
Jófogás, TeszVesz, and Vatera.

Applied research methods

The methods for establishing the typology 
are based on the relevant literature and on 
the results of inductive research. Internation-
al and Hungarian literature mostly fall short 
on the holistic approach. Generally, research-
ers specialize in a segment and research only 
that one thoroughly. Consequently, a model 
which synthetizes the different segments of 
second-hand retail needs to be developed. 

To establish a primary database Google 
search engine was used. The research – be-
sides the retailers with an own homepage 
and a webshop – was extended to informa-
tion in online directories, databases, advertis-
ing portals and on Facebook. Data collection 
included data on stores operating in the field 
of second-hand retail in the capital and events 
and facilities connected to them. (Due to the 
above mentioned reasons, data collection 
did not include auction houses and used car 
dealers.) Data collection took place between 
September 2015 and January 2016. In this pe-
riod a total of 178 retailers were listed, their 
data were collected in an Excel spreadsheet. 
The database2 contains the name and address 
of the retail units, their product range and 
other relevant pieces of information.

2 Only data of major second-hand clothes shop chains 
were entered into the database, because some of 
these shops exist only for a short period (many of 
them are private enterprises where the owner would 
be unemployed otherwise.) 

Data were collected in Budapest, because 
the relatively new forms second-hand retail-
ers (flea shops, thrift stores, vintage shops, 
etc.) appeared in Budapest first. To reveal 
these processes, data collection was supple-
mented with personal observation (visits to 
shops and markets). During the field work 
the main characteristics of second-hand re-
tailers were further discovered and primary 
data were refined. 

In Phase One of the research, criteria for 
the typology were set. From the results based 
on the primary analysis of the database, it 
turned out that second-hand retail units in 
Hungary can be classified according to their 
profile (1), location (2), product range (3), open-
ing hours (4), purpose of the business activity (5), 
and owner/operator (6).

The next stage in the research process was 
to examine spatial aspects of second-hand re-
tail in Budapest. To this end, the change in the 
number of second-hand retail units between 
1998 and 2014 was analysed and represented 
on a graph (annual data for districts derived 
from TeIR – National Regional Development 
and Spatial Planning Information System 
(hereinafter referred to as SPIS) – and were 
combined according to areas). Besides this, 
changes in the examined period were ana-
lysed according to districts and the results 
were marked on a map. We were looking 
for the answers to two important questions: 
whether the different types of second-hand 
retail units are spatially separated and to what 
extent the different types of these units are 
concentrated inside the capital. Results were 
represented on the map with GeoMarket 4.5 
and Mapinfo 10.5 GIS software. 

Since the research focused mainly on used 
goods retail in geographical space, spatial 
dimension of transactions on auctions sites 
and online auctions were not analysed. 
Locations of one-time events (antique fairs, 
garage sales, car boot sales) and bourses are 
not marked on the map either, since mark-
ing the constantly changing location of these 
occasional markets would only provide a 
snapshot, thus they would distort the pro-
cess of the exploration of permanent spatial 
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processes. The location choices of antique 
fairs and garage sales in different periods of 
time should be discussed in a separate study.

Aspects for classification of retail of used 
goods and their types

As the analysis of the database including 
data about 178 second-hand retailers, which 
was compiled during the research process, 
and the results of on-the-spot observations 
proved, the different forms of second-hand 
retail in Hungary fall into the above de-
scribed 6 categories (Table 1).

Types based on profiles

Regarding the profile of second-hand retail 
units, fairs, markets and shops can be distin-
guished. Fairs are events providing unique 
occasions for buying and selling, while mar-
kets function as a regular location for ex-
changing goods. There are similarities and 
differences between the types based on their 
frequency and gravity zone. shops and chain 
shops operate indoors, in a permanent brick-
and-mortar shop. These chains include a set 
of shops with the same profile; however, 
their sub-types greatly differ from each other.

a) Fairs: defining events of the sector are 
antique fairs, which are usually attended by 
a great number of sellers. Garage sales, com-
munity sales and car boot sales belong to the 
group of occasional events, which usually 
involve local groups, thus locality plays a re-
markable role. The location of garage sales 
are usually the home of the seller (Soiffer, 
S. and Herrmann, G. 1987), while carboot 
sales are held in a public area (parking lot, 
schoolyard, etc.) (Stone, J. et al. 1996).

b) Markets: among markets, flea markets are 
outstanding locations where supply meets 
demand in a multi-actor arena, and they are 
relatively constant, regularly available chan-
nels for sales activities (Sherry, J. 1990b). Just 
like antique fairs, these events may have an 
extended gravity zone, often with interna-

tional relations. Swop markets (flea markets) 
are the oldest and most common informal 
places for retail and black market (Sherman, 
E. et al. 1985). They provide place for different 
transactions, and illegal barters, but, at the 
same time, they serve as traditional locations 
for interactions (Belk, R. et al. 1988; Petrescu, 
M. and Bhatli, D. 2013). According to the ex-
periences of the author, bourses are organised 
with varying frequency; their main character-
istics are defined by their supply concentrat-
ing on a certain theme.

c) Shops and chain shops: retailing in sec-
ond-hand clothes have evolved their special, 
informal channels (Palmer, A. and Clark, H. 
2005); so second-hand clothes shops also have 
special selections, different price structures 
and different locations. Increasing demand 
for second-hand clothes can be depicted in 
the fact that after the economic downturn in 
2008, several second-hand clothes boutiques 
appeared in the streets of shopping malls 
(Makó, A. 2013). Motivations for buying used 
clothes vary between economic, ethical eco-
logical aspects but uniqueness, nostalgia, and 
quest for stimuli or experiences also count 
(Guiot, D. and Roux, D. 2010). The vintage 
style and shopping in vintage shop is a tool for 
self-expression for young people (DeLong, 
M. et al. 2005). For the followers of this style 
the historical value is important (Cervellon, 
M-C. et al. 2012), thus the selection of shops 
also comprises of high quality, exclusive piec-
es of clothes (Palmer, A. and Clark, H. 2005).

Flea shops are the location for private in-
dividuals to exchange goods with each 
other (C2C marketplaces). People wishing 
to sell bring in their items, and pay a certain 
amount of money – shelf money or rental fee. 
When the product is sold, they will receive its 
countervalue. In Hungary prices are usually 
set by the seller, while the shop in advance 
stipulates the share they get from the transac-
tion. Charity shops sell goods donated to them 
as voluntary offering (Parsons, E. 2004). 
Their activities are similar to the activities of 
swop markets, but the profit generated from 
the activity mainly serves charity purposes 
(Horne, S. and Madrell, A. 2002; Bardhi, 
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F. 2003; Mitchell, M. and Montgomery, R. 
2010). In the supply of antique shops, we can 
find used furniture, inherited items, artefacts 
and paintings with stable value at the same 
time. Due to this versatility, this sub-type 
represents transition between second-hand 
retail and art trade. According to the experi-
ences of the author, recently a new type of 
shop has evolved, shops with additional re-
tail functions are a new phenomenon, where 
besides the dominant function of the shop, 
used items are also sold, but only as a sup-
plementary activity. 

Types based on location

Trading with used items can take place of-
fline, or on online markets. According to the 
location, the following 3 types can be distin-
guished:

a) trading in real geographical space includes 
any retail activity which is bound to physi-
cal space. Among its sub-types the first one 
is traditional retail process, when in every 
step there is a contact between the seller and 
the buyer; while in case of a self-service buy-
ing processes, generally there is no contact 

Table 1. Possible aspects of typology of second hand retail trade

Aspect Type Sub-type

Profile

fair
antique fair
garage sale, community fair
car boot sale

market
flea market
bourse

shop, chain shop

second-hand clothes shop
flea shop 
thrift shop 
antique shop 
additional second-hand retail function 

Location

in real geographical 
traditional
self-service

electronic markets
multichannel 

–
–

Product range

general used items 
wide range of general used items
specialized on one kind of product 

second-hand clothes
wide range of clothing items
baby and children clothes
vintage, retro

Opening hours

fixed (according to working hours) –

periodical
periodically open 
according to fair calendar 
seasonal

by appointment
occasional

–
–

Purpose of business 
activity

profit-oriented 
not-for-profit 

–
–

Operator 

private person
private person
private entrepreneur

partnership, cooperation
legal entity 
(limited liability company, ltd., cooperation)
without a legal entity (partnerships)

not an open market player
state organization 
owned by the local government 

Note: Data from the research database.
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between the two parties, the buyer makes 
decisions independently, on his own. Great 
examples for traditional retail processes are 
flea markets and antique fairs, where a lot 
might depend on the personal contact and 
trust (Chantelat, P. and Vignal, B. 2005) be-
tween the vendor and the potential buyer. At 
the same time in self-service flea shops and 
second-hand clothes shops the joy and pleas-
ure of shopping lies in the lengthy looking 
and picking and in the quest for the perfect 
“haul” (Guiot, D. and Roux, D. 2010).

b) Exchanging, buying and selling used 
items can also take place in electronic market-
places. A large number of businesses oper-
ate only online, people can simultaneously 
buy or sell in webshops and online auctions 
sites, without any personal contact, due to 
the opportunities provided by technological 
innovation (smartphone apps for shopping, 
PayPal mobile payment). 

c) Multi-channel retail is becoming more 
and more popular in the market of second-
hand items. Then business activities take 
place in traditional and online channels at 
the same time, and this may refer to fairs, 
markets and shops as well. This, obviously, 
increases competitiveness. 

Types based on product range

Based on their product range, used items 
retail can be divided into two types: general 
used items retail, and second-hand clothes retail, 
which is restricted to selling clothing items 
and textiles.

a) In this type, the first sub-type is retailing in 
a wide-range of second-hand items. Those antique 
fairs and flea markets are characterized by this 
selection of goods where more expensive relics 
and dirt-cheap items can be found next to each 
other. The main feature of the second sub-type 
– the specialist – is limited to a single type of 
product; the product range does not include 
any other kind (flea markets for electronic 
goods or second-hand books, fairs for bicycle 
parts or old-timer cars, antique shops special-
ized in old vinyl records or clocks, etc.).

b) Retail units selling a wide range of 
used clothing items, other accessories and 
textiles have been serving their clients for 
a long time. Although second-hand clothes 
shops with their large selection represent 
the most popular sub-type, the individual 
shops apply rather different price strategies, 
depending on the quality of the goods (indi-
vidual prices, “hanger”, “baled”, or “falling 
prices” strategies). An important sub-type 
of second-hand clothes retail trade special-
izes in maternity, baby and children’s clothes 
and in “pawning” baby clothes. Apart from 
clothing items, these shops also sell shoes, 
toys and other textiles. A newly emerging 
sub-type of used goods retail units is the 
group of “luxury thrift shops”, which is the 
Hungarian equivalent of vintage and retro 
shops. The special selection they offer makes 
them unique compared to the other second-
hand clothes shops. These shops usually deal 
with high quality, individually priced pieces 
and accessories. 

Types based on opening hours

Retailers of used goods fall into 4 categories 
based on their opening hours and schedules. 
There are retailers with permanent or fixed 
opening hours, some are periodically open, oth-
ers are open by appointment, and finally, other 
retail units operate occasionally. 

a) Shops with fixed opening hours usually 
adjust to the schedule of the 5-day working 
week. To this type belong most shops, chain 
shops and some flea markets. 

b) Shops, fairs and markets which are peri-
odically open fall into 3 sub-categories: peri-
odically open ones (for example, flea markets 
with opening hours limited to certain days 
of the week), events organized as scheduled 
in the half year or annual fair calendars (for 
example antique fairs, bourses when organ-
izers advertise the date and venue in ad-
vance), and seasonal fairs and markets (their 
organization is mostly bound to the changes 
of seasons and weather conditions, so this 
mainly refers to open air flea markets). 
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c) Opening by appointment is applied when 
it is not profitable to keep the shop open for 
a longer period or to employ a full-time shop 
assistant (e.g. thrift shops, specialist antique 
shops).

d) Occasional retail activities like commu-
nity fairs and garage sales and non-recurring 
bourses held occasionally should also come 
into a separate category.

Types based on the purpose of their business 
activity

Based on the primary purpose of their busi-
ness activity, second-hand retailers can fall 
into two categories: profit-oriented and not-
for-profit (charity).

a) Profit-oriented second-hand retailers aim 
to create profits. Their activities are moti-
vated by different things. Specialist antique 
retailers spend remarkable time on finding 
rare pieces their clients (collectors) crave for, 
vintage and retro clothes retailers choose 
sought-for and fashionable items and acces-
sories with refined taste. Both groups have 
one thing in common: to satisfy customer 
demand, to make their clients happy. The 
organizers of garage sales and owners of 
flea shops, however, have different drivers 
in selling used items (e.g. environmental 
consciousness, recycling used goods, raising 
money without investing some, etc.).

b) All second-hand retailers can be consid-
ered not-for-profit who wish to spend their 
profit deriving from their business activity 
on a charity purpose, undertaking environ-
mental or social responsibility. In Hungary 
mainly thrift shops belong to this category, 
but garage sales and community fairs can 
also be organized for charity purposes. 

Types based on the person of operator/owner

Second-hand retail units based on who oper-
ates them can fall into the following catego-
ries: units operated by private persons, partner-
ships, or by not the players of the open market.

a) Private persons (or groups of them) can 
pursue second-hand retail activities as private 
individuals if they do not pursue any regis-
tered business activity (e.g. organizers of one 
occasion garage sales, community fairs), or 
as private entrepreneurs, who have the neces-
sary contractor ID number. The majority of 
the examined retail units belong to this type 
(e.g. antique shops, flea shops, vintage and 
retro shops and some thrift shops).

b) Partnerships and cooperatives with 
separate legal entity are usually the own-
ers of second-hand clothes shop chains 
(Angex Kft, Háda Kft, Humana Kft), or 
the operators of thrift shops chains (Cseriti 
Szociális Szövetkezet, Közösségi Szociális 
Szövetkezet). Partnerships without separate 
legal entity include antique shops and second-
hand clothes shops too, since to establish 
them requires smaller capital.

c) Partnerships run by government organiza-
tions mainly pursue activities connected to 
social responsibility (Red Cross thrift shops), 
while businesses owned by local govern-
ments (e.g. companies managing urban areas) 
mostly operate antique fairs and flea markets. 

Spatial distribution of the different types 
of second-hand retail in Budapest

Before describing and analysing the main 
features of the spatial distribution of second-
hand retail trade in Budapest, we should pro-
vide an overview of the changes in size and 
direction which took part in the last few years 
(between 1998 and 2014). Analysing the data 
form National Regional Development and 
Spatial Planning Information System (SPIS) 
database3 we can point out that while in 1998 
only 760 second-hand retail units operated in 
Budapest, this number more than doubled in 
16 years, and by 2014 it exceeded 1460. 

3 SPIS data referring to used goods retail trade include 
the number of auctions and art galleries, which 
significantly increases the number of shops in case 
of districts and groups of districts (CBD and central 
districts in Pest) which traditionally provide location 
for art trade.
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The increase in the number of shops in the 
sector can be explained by two main reasons. 

Firstly, demand for value-increasing ar-
tefacts and antiquities increased among the 
representatives of a narrow, but wealthy 
layer of the society, triggering art-traders to 
open more shops. Additionally, the same ten-
dency can be observed in the case of “retro” 
goods, which are increasingly sought after 
by foreign tourists. Secondly, impoverishing 
groups in the different layers of the society 
living in the capital and its agglomeration 
zone also create growing demand for low-
price goods (second-hand clothes, low-price 
furniture, household items, electronic appli-
ances, etc.) and satisfying their demand can 
also urge sellers to open new units. 

The twofold increase in the number of 
shops dealing with used goods in the capi-
tal shows remarkable differences in the CBD 
and in some groups of districts (district V 
and its 4 neighbouring central districts, 5 
districts in the transition zone, 7 suburban 
districts and another 6 districts in Buda)4. 
These differences reflect the difference in the 
pace the number of second-hand retail chains 
increase (Figure 1).

As the graph shows, in the Central Business 
District (CBD) in Budapest almost 70 shops 
with this profile existed already back in 1998, 
which number approached 150 by the year 
2014 (an increase of 2.25 times). The other 4 
districts in the central area can also be char-
acterized by a dynamic increase, where – in 
contrast with the figure lower than 130 in 
1998 – the number of shops well exceeded 
400 by 2014 (an increase of 3.25 times). As a 
result, since the millennium the extension of 
send-hand trade units mostly concentrated to 
the central districts. Around the millennium, 
the number of empty stores in the city centre 
significantly increased because of high rental 
fees and continuous restructuration of shops 
(Sikos, T.T. 2000), which enabled the appear-
ance of second-hand retail units and antique 

4 Central districts are: district VI, VII, VIII and IX; 
districts of the transition zone: X, XIII, XIV, XIX and 
XX; suburban districts: IV, XV, XVI, XVII, XVIII, XXI 
and XXIII; districts in Buda: I, II, III, XI, XII and XXII.

shops, and also their increase in numbers in 
these districts. 

The 5 districts in the transition zone have 
been an important venue for second-hand 
retail trade for a long time. This is under-
lined by the fact that back in 1998 63 per 
cent of the capital’s “classical” second-hand 
retail shops were registered in district XIX, 
home for “Ecseri” flea market. (This rate 
still reached 43% in 2014.) Although in the 
transition zone the number of shops in this 
sector only increased by 26 per cent between 
1998 and 2014, which can be explained with 
the relatively high benchmark value (in 1998 
about 300 shops), we can still find the larg-
est number of second-hand retail shops here.

During the examined period, the changes 
in the number of shops in this sector the 6 
districts in Buda scored below average (1.48 
times), while the 7 outskirt districts showed 
average (1.88 times) increase, and this is in 
accordance with the above described gen-
eral tendency. Examining the rate of change 
in the number of second-hand shops in the 
capital between 1998 and 2014 on the level 
of districts, we can say that the winners of 
this process are districts VII, VIII and IX, i.e. 
the central districts, where the increase rate 
slightly exceeded 200 per cent. In these dis-
tricts the increase in demand for used items 
was significantly higher than in the other dis-
tricts in the capital, which triggered second-
hand goods retailers to open new shops pri-
marily in these districts after the millennium. 
Among the suburban districts only district 
XXIII can boast with a similar increase rate 
(Figure 2). A similar process took place in 
Poland during the post-socialist transition 
period, and as a result, the number of out-
door markets and street vendors grew sig-
nificantly in Warsaw (Witkowski, T.H. 1993).

In districts belonging to the first category 
we can detect a smaller, but still significant 
increase (between 100% and 180%): the 6 dis-
tricts covering the north-western part of the 
capital (3–3 districts in Buda and Pest) and 
additional 3 ones in South-Pest. Analysing 
the spatial characteristics in this area, we can 
discover that the primary direction of the ex-
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pansion process in this sector in Budapest is 
northwest and the secondary is the south. 
Among the suburban districts in district XVI 
– including Sashalom and Mátyásföld – was 
there a change bigger than 100 per cent in the 

number of shops. But the districts surround-
ing this administrative unit all show smaller 
increase in this respect. 

The 3 districts in the transition zone and 
their neighbouring district (district XV) 
produced a modest (below 100%) increase. 
However, even this group of districts in the 
capital can be regarded as a location for vivid 
second-hand retail trade. Only district XI in 
Buda belongs to this category. 

Increase in the number of second-hand re-
tail shops was insignificant only in 4 districts 
(2 districts in Buda and 2 in Pest), or even 
there was a decrease. This can be explained 
by the fact that inhabitants here have above 
average living standards, so only few of them 
shop in these stores (districts XI, XII and 
XVII), and market conditions for opening 
second-hand retail shops are more favour-
able in the neighbouring districts, see district 
XIX for example. 

Examining the internal structure of the 
individual districts, there are remarkable 
differences in the distribution rate of shops 
based on their profiles (Figure 3). 

As Figure 3 clearly shows, the proportion 
of antique shops is outstanding (above 80%) in 
tourist areas, mainly in CBD and in district 
I and XII, but their rate is above 50 per cent 

Fig. 1. Changes in the number of second-hand shops in Budapest between 1998 and 2014 according to district-
groups. Source: Data from the SPIS database, 2016.

Fig. 2. Rate of change in the number of second-hand 
goods shops in the districts of Budapest between 1998 

and 2014. Source: Data from SPIS database, 2016.
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usually can be connected to the outskirts. The 
8 flea shops represent remarkable rate in the 
selection of second-hand retail units only in 
districts XIII and XVIII (27% and 33%).

Examining the profile of the 178 second-
hand retail units, we can see that in 2014 
53.3 per cent of them were antique shops, and 
25.3 per cent of them were second-hand clothes 
shops. Thus, these two types of second-hand 
retail units together represent 4/5 of the 
whole network (Table 2).

Spatial distribution of antique shops is 
rather uneven. As the author has previously 
mentioned, the supply of antique dealers ex-
tends to valuable artworks and antiquities, so 
it is not surprising that there are a lot of these 
shops in the Vth district, which is also the cen-
tre of Hungarian art trade. There are a sig-
nificantly large number of them in district V, 
so 36.8 per cent of the total number of shops 
in the capital is concentrated here. Sherry, J. 
(1990a) also points out that antique shops are 
mainly located in the downtown areas. Their 
share in used items retail reaches 92 per cent. 
Their number in the other central districts is 
under 10. In the Buda districts (except dis-
trict XXII), where the purchasing power is 
rather high, the number of these shops vary 
between 3 and 6, so Buda’s share from the 
total number of antique shops is more than 
15 per cent. The majority of these shops are 
situated along the boulevards or near them, 
in the side streets. Among the districts in the 
transition zone only in district XIII and XIV, 
which districts are mainly inhabited by high-
ly educated people, can we find 3 of them in 
each, and in district XIX there are 2. Out of 
the 7 suburban districts only district XV and 
XVIII operate one shop. In more than one 
third of the districts in the capital this type 
of retail unit does not exist at all.

The distribution of second-hand clothes 
shops in the districts is much more even. 17 
districts in the capital give home to some 
of the total of 45 shops, which means that 
only 6 districts (26%) do not have a shop of 
this kind. The densification zone of second-
hand clothes shops covers districts VI, VII, 
VIII and IX, where almost half of these shops 

Fig. 3. Distribution rate of shops in the districts of 
Budapest based on their profile. Source: Data from 

the research database.

among the shops in the second-hand retail 
sector in Buda in district II and III, and in 
Pest in district VI, IX and XIV. This figure 
in the central districts in Pest (VII, VIII and 
XIII) and in district XI in Buda is between 25 
and 50 per cent. 

The rate of second-hand clothes shops is the 
highest (50–100%) in those districts where 
only few (1–3) second-hand retail shops can be 
found (district XXII in Buda, district X in Pest 
and in suburban districts), which is the natural 
result of the low nominal values. Their rate in 
the central districts in Pest does not reach 50 
per cent. (In 2 districts in Buda and in 4 dis-
tricts in Pest this type of shops does not exist.)

17 thrift shops are scattered in 10 districts 
in the capital, so their rate in the individual 
districts exceeds 25 per cent only in district 
XI and in 3 of the suburban districts (XVII, 
XVIII and XXI). The case of flea markets is rath-
er similar, they only have a significant rate in 
district X (50%) and in district IV, XVII, XVIII 
and XIX (33–40%). Belk, R. et al. (1988) in their 
work also refer to the fact that flea markets 

Antique shop

Flea market

Flea shop

Second-hand clothes shop

Shop with additional used
item retail function

Thrift shop

Pieces of shops

1

16

38

XI

III

V

VI VII

VIII
IXII

II

XXII
XXI

IX

XX

XIX

X

XIV

XIII XV

XVI

XVIII

XXIII

XVII

IV
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(46.7%) are concentrated. One third of the 
shops deal with vintage or retro goods, 2/3 of 
them belong to one of the market leader sec-
ond-hand clothes shop retail chains. Shops 
with different profiles are rather clearly sepa-
rated from each other in space. Most of the 
vintage boutiques are located inside the ring 
of the Great Boulevard, in areas next to the 
CBD, these “luxury” thrift shops are prob-
ably able to keep pace with the high rental 
fees. As we move away from this area, with 
distance these boutiques are replaced with 
leading second-hand clothes chain shops. 

Second-hand retail in district IV, X, XV and 
XI is formed mainly by used clothes shops, 
and in district XX and XXII the only form of 
second-hand retail is clothes shops. 

As we can see, in the southern and south-
eastern outer districts of Pest, and in the 

northern and north-western parts of Buda 
none of the chains are represented. Háda Kft 
opened 10 out of their 19 shops in shopping 
malls. Humana shops – similar to Háda’s 
strategy – await customers in the central 
districts in favourable locations, in malls 
and shopping precincts. Their boutique in 
district V specializes in vintage clothes and 
accessories. The 4 Angex shops operating in 
the capital are not centred in the city centre. 
Humana only deals with individually priced 
clothes; Háda sells clothes on hangers and by 
kilo as well, while Angex’s strategy is to com-
bine piece prices and falling prices. Pricing 
policy of the 2 latter chains is supposed to be 
addressed to a wider layer of society. 

The share of thrift shops in the total number 
of shops in second-hand retail sector is only 
10 per cent. There is no significant spatial con-

Table 2. Spatial distribution of used item retail units of different profiles  in the districts of Budapest

District
Antique 

shop

Second-
hand 

clothes 
shop 

Thrift 
shop 

Flea 
market

Flea shop

Shop with 
additional 
used item 

retail 
function 

Total

I
II

III
IV
V

VI
VII

VIII
IX
X

XI
XII

XIII
XIV
XV

XVI
XVII

XVIII
XIX
XX

XXI
XXII

XXIII
Together

5
6
3
–

35
8
9
5
4
–
4
6
3
3
1
–
–
1
2
–
–
–
–

95

–
4
1
2
2
5
8
5
3
1
3
–
3
2
1
–
–
–
1
1
2
1
–

45

–
–
1
–
–
1
3
2
–
–
4
1
2
–
–
–
1
1
–
–
1
–
–

17

1
–
–
1
–
1
1
1
–
1
1
–
–
1
–
–
1
1
2
–
–
–
–

12

–
–
–
–
1
–
1
–
–
–
2
–
3
–
–
–
1
–
–
–
–
–
–
8

–
–
–
–
–
–
1
–
–
–
–
–
–
–
–
–
–
–
–
–
–
–
–
1

6
10
5
3

38
15
23
13
7
2

14
7

11
6
2
–
3
3
5
1
3
1
–

178

Note: Data from the research database.
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centration here, these shops are mainly situ-
ated in the side streets in central districts (VII, 
VIII and XIII) or operate near the boulevards 
and busy main streets, embedded in busier 
commercial areas (Gregson, N. and Crewe, 
L. 2003). Thrift shops in Buda (4 shops) are 
concentrated in district XI. Some outer ones 
(district XVII, XVIII and XXI) also have one. 
Two chains of thrift shops must be mentioned 
here: Cseriti Szociális Szövetkezet (Charity 
Social Cooperation) maintains 5 charity 
points on the Pest side, and Közösségi Szociális 
Szövetkezet (Community Social Cooperation) 
operates two E-Cherry shops in Buda. 

Flea markets are rather scattered on the 
capital’s map. This is not surprising, since 
in Prague in the 1990s a similar tendency 
could be observed: these shops and mar-
kets were excluded to outer parts of the city 
(Temelová, J. and Novák, J. 2011). They oper-
ate almost in half of the districts (11 districts). 
Usually there is one of them in each, except 
district XIX, where 2 flea markets can be 
found. Some of them are organized indoors, 
in downtown courtyards, but the most are 
held in suburban public places, near roads 
leading out of the city since they require a 
large place. Similarly, in Košice (Slovakia) the 
popular flea market of the city is located in 
the outskirt (Fertaľová, J. 2006). Regarding 
their opening hours, it can be said that 2/3 
of them operate occasionally, another 2 flea 
markets (16.6%) are seasonal.

The share of flea shops in second-hand 
retail in Budapest is rather modest. The ex-
isting eight flea shops account only for 4.5 
per cent of the total. Flea shops are some-
times – incorrectly – called garage sales or 
flea markets, although their characteristics 
match those of a flea shop. They operate only 
in 5 districts and almost 2/3 of them are lo-
cated in district XIII (3 shops) and in district 
XI (2 shops).

There is only one shop with additional sec-
ond-hand retail function in district VII, in the 
cellar of a street food restaurant. The bazaar 
is located in the bar, where retro and rare 
items – originally part of the decoration – can 
also be bought. 

Conclusions

In conclusion we can state that the emer-
gence and spatial expansion of the different 
types of second-hand retail units is stimulat-
ed by customer needs constantly changing in 
space and time. The difference in their target 
groups and business strategies can clearly 
be seen in the spatial distribution of the dif-
ferent types, in the areas where their shops 
and markets are concentrated. Following the 
U.S. and Western European trends, second-
hand retail trade in Budapest has been going 
through a remarkable diversification process 
in the last few decades. This process can be 
characterized by the followings:

 – The number of second-hand retail units in 
Budapest almost doubled between 1998 
and 2014, and this process was the most dy-
namic in the central districts of the capital.

 – Antique shops and second-hand clothes 
shops represent more than 4/5 of the total 
in second-hand retail in Budapest. Elegant 
antique shops and more expensive vintage 
stores are concentrated in the inner Buda 
and Pest districts, the locations of second-
hand clothes shop chains are in districts 
further from the centre.

 – Thrift shops, flea markets and flea shops 
mainly make the palette more colourful, but 
at the same time, they play an important role 
in satisfying the needs of customer groups 
of different socio-economic situations.

 – Increasing concentration of second-hand 
retail trade can be observed in districts 
next to the downtown area, and here can 
be found the most diverse selection of 
shops considering their profiles. These 
busy areas are popular locations for flea 
shops and charity shops too. 

 – Opposed to this, the second-hand retail trade 
network in the suburban districts is modest 
both in size and profile, they provide favour-
able location mainly for flea markets. 
In the future, a remarkable research direction 

can be the comparison of spatial characteristics 
of second-hand goods retail and other retail seg-
ments, the exploration of similarities and differ-
ences between them. According to the author, 
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in the future it would be worth exploring the 
different customer groups shopping in different 
types of used item retail units and exploring the 
motivations and behaviour of the consumers in 
the domestic culture of used goods.
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Why geo-located social networks matter in how 
knowledge is created and diffuses in space? According 
to a central tenet in social sciences, network position 
of individuals explains much of information access 
(Ibarra, H. 1993), control of flows (Newman, M.E.J. 
2005), and thus the outcomes of new knowledge crea-
tion (Burt, R.S. 2004). It is also widely recognised that 
social ties and personal acquaintance reduce transac-
tion costs and enhance the efficiency of mutual learning 
(Borgatti, S. P. et al. 2009). However, we still need to 
better understand how social ties form and evolve 
in space (Juhász, S. and Lengyel, B. 2017) and how 
they contribute to socio-economic and technological 
development (Lengyel, B. and Eriksson, R. 2017). 
With the large ICT-related datasets now available, we 
can investigate the structure and dynamics of social 
interactions at an unprecedented scale (Lazer, D. et al. 
2009). Yet, most empirical works on large-scale social 
networks neglect the very geography inscribed in all 

socio-economic relations (Fernandez, R.M. et al. 2004), 
thus falling short of grasping the economic, social, 
political, and institutional diversity of regions.

The recent book edited by Johannes Glückler, 
Emmanuel Lazega and Ingmar Hammer targets this 
very important research niche by bringing together a 
wide variety of scholars from economics, geography, 
management and sociology. It is the 11th volume of 
the Knowledge and Space book series, financed by 
the Klaus Tschira Foundation, and has been edited 
from the papers presented at the “Topographies and 
Topologies of Knowledge” symposium in Villa Bosch, 
Heidelberg (12–15 June, 2013). This series has grown 
to be an essential collection of the efforts in under-
standing the complex nature of knowledge and its 
relation to places and spaces. 

In their introductory chapter, the editors stress the 
necessity to strengthen the conversation between the 
parallel literatures of social network theory and the 
geography of knowledge. I completely agree with 
this central aim of the book and the implicit call for a 
new interdisciplinary social science research agenda. 
Place and space provide fundamental contexts and 
also barriers of social relations, and in turn, social 
networks analysis provides very good tools to inves-
tigate the creation and diffusion of complex knowl-
edge in space. Glückler and his colleagues provide 
an overview of the core geography literature focus-
ing on social networks and then summarise the geo-
graphical aspects of the sociology literature. After 
this, the authors set out their theoretical framework 
of the inter-disciplinary conversation about the in-
terrelatedness of space and connections. They dis-
tinguish the roles of space in conditioning network 
formation from the spatial effects that moderate the 
network outcomes. In a similar fashion, the authors 
argue that connectivity influences spatial effects such 
as neighbourhood diffusion and mediate knowledge 
sharing if peers are not in physical proximity. Finally, 
they call for a multilevel geographical approach fo-
cusing on the interactions between agents. Indeed, 
the complex interdependencies of individuals and 
organisations need to be considered and therefore 
we have to analyse horizontal interactions between 
individuals and between organisations, and we also 
need to understand how the relations between the 
individual and organisational layers of networks in-
fluence the geographies of knowledge. 

The book structure is organised into three sections: 
“Knowledge about Networks”, “Network Evolution 
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and Social Outcomes” and “Network Geographies 
of Learning”. Each block consists of five chapters.

In the first section, the chapters stress the impor-
tance of the multilevel approach of spatial social 
networks analysis from a theoretical point of view. 
In the opening chapter, Nancy Ettlinger questions 
the classic direction of causality between the struc-
ture of social networks and economic outcomes, and 
argues that economic processes shape the evolution 
of social relations. This chapter is a critical synthesis 
of economic geography, sociology and business lit-
eratures; and the way Ettlinger conceptualises eco-
nomic and social relations makes it an important read 
for those interested in polarisation and inequalities. 
The following chapter looks at intercultural compe-
tence and learning in the context of globalising labour 
division and focuses on employees who are sent by 
the employer firms on foreign assignments. Erika 
Spiess develops an interesting framework in which 
the personal connections of the previous life of these 
employees foster inter-cultural learning when com-
bined with the new ties created abroad. In the fourth 
chapter, Pengfei Li examines the role of family net-
works in developing regions and claims that the role 
of family connections in learning weakens when the 
economies take off. Li argues in a very interesting 
manner that other types of social connections – such 
as friendship and professional connections – gain im-
portance during fast development, but the transition 
is not automatic and the collapse of strong family 
networks might lead to fragmented societies. In the 
next chapter, Laurent Beauguitte analyses speeches 
and votes in the United Nations General Assembly 
and observes that nations collaborate more and more 
on international and global issues and also finds an 
emerging importance of regional groups of countries. 
In the final chapter, Sarah Hall discusses how social 
networks of graduate and postgraduate students in-
fluence the education strategies students make.

The second section includes exciting empirical pa-
pers that examine the relations between the dynamics 
of social network formation and network outcomes 
of individuals and regions. In the seventh chapter, 
Emmanuel Lazega analyses an advice network 
among lay judges and investigates how the mobil-
ity of judges and the social networks created thereof 
shape collective learning. The author gives us a short 
introduction into how the structure of networks and 
agency endogenously form each other, then provides 
a very interesting spinning-top model to describe the 
cyclical centralisation and decentralisation process in 
multilevel networks. Drawing on a cool case, Charles 
Kirschbaum investigates how collaboration over the 
40-year evolution in jazz can describe individual 
musicians’ career and how the style of collaboration 
in music changed and became more and more com-
petitive over generations. In the ninth chapter, Laura 
Prota, Maria Prosperina Vitale and Maria Rosaria 

D’Esposito analyse collaboration networks in a high-
tech industrial district in Italy. By looking at how the 
core-periphery structure of the collaboration network 
changed over time, they contribute to the literature 
on cluster evolution. In the following chapter, Jörg 
Sydow and Friedemann Koll ask the policy-related 
question whether regional technological capabilities 
can be designed by fostering the relations between lo-
cal agents. The final chapter of the section is authored 
by Martin Kilduff, Ajay Mehra, Dennis Gioia and 
Stephen Borgatti. The authors analyse in an excellent 
way the emergence of informal leadership in terms 
of individual behaviour in a high-tech firm and the 
effect of consequently gained structurally advanta-
geous network positions. The findings suggest that 
those employees who adopt quickly to temporary 
social groups and change attitudes accordingly are 
more likely to be recognised by colleagues as infor-
mal leader, and the network position gained is more 
advantageous for them as for others whose attitudes 
are more consistent.

The content of the third section specifically focuses 
on the role of networks in new knowledge creation 
and knowledge sharing. Satyam Mukherjee, Brian 
Uzzi, Ben Jones, and Michael Stringer investigate 
the origins of the impact of scientific publications 
measured by the number of citations. This chapter is 
a well reflected paper, in which the authors find that 
the highest impact papers combine previous work in 
a conventional way but also introduce some unusual 
combinations. The authors compare the dynamics of 
scientific impact in the fields of economics, geography 
and physics in this chapter and also demonstrate that 
publications authored by teams have higher impact 
than solo-authored papers. In the following chapter, 
Johannes Glückler and Ingmar Hammer provide 
interesting insights into the outcomes of knowledge 
diffusion by confronting two forms of local inter-
firm learning: friendly imitation fostered by social 
connections between firms and unfriendly forms of 
rival learning incentivised by co-location of firms. 
Their case study on a German IT organised network 
demonstrates that the tension caused by unfriendly 
rivalry is lowered by social connectedness and sanc-
tions, which points toward better knowledge sharing 
opportunities in local economies. Stefano Breschi and 
Camilla Lenzi analyse large geo-located co-inven-
tor networks in order to understand how network 
bridges between local innovation systems induce 
the dynamics of innovation in cities. Their findings 
suggest that direct external relations bring fresh new 
knowledge into the local community of inventors and 
help the renewal of the knowledge base in the region. 
Collecting survey data from questionnaire with civil 
servants, Christopher Ansell, Martin Lundin, and 
Per Ola Öberg analyse the network of learning across 
Swedish municipalities. The authors illustrate that 
most of the learning processes occurs between neigh-
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bouring municipalities and that the social networks of 
civil servants are shaped by administrative borders of 
counties. In the final chapter, Uwe Cantner, Susanne 
Hinzmann, and Tina Wolf look at social relations, 
knowledge transfer and cognitive proximities as the 
drivers of innovative collaboration dynamics. The au-
thors report that collaboration ties are not likely to be 
repeated, which stresses the importance of finding 
new partners. Their findings suggest that firms prefer 
to repeat cooperation with those firms that has similar 
knowledge base to their own. 

Being active in the field this volume focuses on, I 
have very positive feelings about this book. All the 
chapters are open access and I highly recommend 
the read for everyone interested in spatial social net-
works. In general, I think that social networks pro-
vide very effective tools to better understand a variety 
of topics from spatial economic and social processes. 
This volume brings together a very nice selection of 
research questions and prompt answers in a way that 
the reader is motivated to develop new questions and 
answers. I think this is a great asset of the book.

Networks are everywhere and the beauty of the 
theory and methods of social networks is in its in-
terdisciplinary character. The book “Knowledge 
and Networks” is an important building block in 
strengthening cross-disciplinary conversation be-
tween social scientists and geographers. I definitely 
think we have to follow this path and even think we 
have to extend the conversation to other communi-
ties. The emerging field of computational social sci-
ence already integrates natural scientists interested in 
social networks and spatial phenomena with social 
scientists (Lazer, D. et al. 2009). Although the trans-
lation of research questions is challenging, because 
scholars in the natural science tradition of network 
science are looking for universal patterns instead of 
looking closely at the contexts of economic and so-
cial phenomena (Hidalgo, C.A. 2016), I believe that 
widening the dialogue is beneficial for both streams 
of network research. For example, I am very much 
looking forward to the computational social science 
translation of key social science cornerstones, such 
as the multi-level approach including agency and 
organisation, which is one of my major lessons from 
the recent book. 

Professor Peter Meusburger, the father of the 
Knowledge and Space symposia series at Heidelberg 
University, passed away with tragic suddenness on 
18th December 2017. Although he did not directly 
participate in editing the book or authoring its chap-
ters, and I did not know him personally, I would like 
to express my gratitude for this remarkable book 
series he started. Professor Meusburger devoted a 
significant share of his research on the spatial trans-
formation during post-socialism and helped the 
integration of Central and Eastern European schol-
ars in the international community. Interested in 

spatial social networks, I believe that the path the 
recent “Knowledge and Networks” volume follows 
will further integrate researchers from Central and 
Eastern Europe in the international discussion, which 
Professor Meusburger must have wished for us. May 
he rest in peace.

Balázs Lengyel1
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Brade, I. and Neugebauer, C.S. (eds.): Urban Eurasia – Cities in Transformation. Berlin, DOM publishers, 
2017. 288 p.

The book invites us to a journey across the cities 
of the former Soviet Union, from Kaliningrad to 
Vladivostok, from Baku to Almaty, and intends to 
show us how urban space and society have changed 
and are still changing during the time of transition. 

The album-like publication is the 58th volume in the 
“Basics” series of DOM publishers, a series featuring 
a wide range of topics in architecture and urban de-
velopment. This format addresses a broad audience 
with short texts, informative diagrams, and plenty 
of photographs.

The volume heavily draws on the scientific results 
of “ira.urban”, a 4-year-long international research 
project conducted by the Leibniz Institute for Regional 
Geography, Leipzig. The “ira.urban” or “Urban re-
configuration in post-Soviet space” project aimed to 
investigate how cities in the former Soviet Union an-
swer the challenges of economic and social changes 
generated by the emergence of new nation states and 
globalisation. The research project was supported by 
an international scientific network, the participants of 
which also contributed to the current volume. 

The latent question whether urban development in 
cities east of the former Iron Curtain after the socialist, 
or Soviet, regime is still influenced by past practices, 
heritage and settings, or whether the new trends of 
globalisation, individualisation and, for example, neo-
liberalisation are more significant factors, has long 
been of concern to urban researchers. Numerous 

publications have been released analysing the politi-
cal, economic, and social changes, and in some cases 
their consequences in the urban spaces of Central and 
Eastern European post-socialist cities (cf. edited col-
lections of Andrusz, G. et al. 1996; Enyedi, G. 1998; 
Hamilton, I. et al. 2005; Tsenkova, S. and Nedović-
Budić, Z. 2006; Stanilov, K. 2007). But the other, much 
larger part of the former Eastern Bloc, namely the ex-
Soviet states and their cities, were hardly studied by 
urban researchers, at least till the 2010s. Since then, the 
work of urban anthropologists in particular has come 
to the forefront in post-Soviet urban society and urban 
space research (cf. Alexander, C. et al. 2007; Gdaniec, 
C. 2010; Darieva, T. et al. 2011; Schröder, P. 2017). 
This body of research examines primarily the appro-
priation and use of public urban spaces by different 
social groups, mainly in the form of case studies. 

The benefit of the current collection is that it takes 
a comparative approach: it tries to make comparisons 
in time, including pre-socialist and socialist times as 
well as the period during and after transition, and 
also to compare cities in the post-Soviet space, besides 
giving insights into several urban topics such as hous-
ing, infrastructure, economy, planning, and the social 
perception and appropriation of urban space. The 
major questions are, among others, who the winners 
and losers of the transition are, who can be identified 
as key actors, and to what extent are forces driven 
(still) by the state?  

The first chapter outlines the context by taking a 
macro-scale view of the urban network. It presents 
the characteristics of the Soviet urban system and the 
challenges that emerged after the dissolution of the 
USSR, such as the growing competition among cit-
ies. Firstly, Frost investigates spatial changes in the 
post-Soviet city system, claiming that the urban net-
work is being transformed from a relatively balanced 
structure (as an outcome of spatial equalisation) to 
a polarised system. Urban shrinkage heavily affects 
both medium- and small-size towns, and especially 
monocities (mono-functional cities). Meanwhile, 
capital cities, large urban centres and their satellite 
towns, and cities close to specific natural resources 
like gas or oil, keep growing in significance. The pro-
cess of polarisation is confirmed by Zubarevich as 
well, adding that it is not accompanied by significant 
changes in the urban hierarchy or in inter-urban ties: 
“a classical centre-periphery model is a privilege in 
this space” (p. 39). Although polycentricity will grow 
within the post-Soviet region, and the role of Moscow 
as primary centre is gradually eroded, there are no 
other cities that can be considered as strong alterna-
tive poles. The contribution by Sgibnev and Tuvikene 
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raises issues regarding the maintenance of urban in-
frastructure, with a special focus on public transport, 
as well as the social consequences of the termination 
of subsidised provisions, e.g. in housing. “The end of 
infrastructure provision sounded the disintegration 
of society” (p. 55) and sometimes may have enhanced 
the nostalgia for the Soviet Union. That is also why 
the two authors suggest to “draw attention to social 
and cultural aspects of infrastructure, their role for 
identity formation and power relations” (p. 60). 

The second chapter deals with urban housing and 
how planning, construction, and maintenance have 
changed during the transformation in the three main 
types of residential areas: in the inner-city, on large 
housing estates, and in suburban areas. Golubchikov, 
Badyina and Makhrova report on inner-city recon-
structions, ranging from less violent forms such as 
kommunalki (shared homes) resettlement and reno-
vation to newly-built gentrification, often at the site 
of destroyed urban heritage, or at the expense of 
public and green spaces. Due to weak regulation or 
the improper application of rules, construction devel-
opments, e.g. high-rise housing, could also result in 
highly eclectic urban landscapes. Nonetheless, these 
phenomena are similarly known in post-socialist 
countries (Hirt, S. 2012). The study by Neugebauer 
provides a good overview of the ideological back-
ground, urban design concepts, socio-political dimen-
sions and the social appreciation of Soviet mass hous-
ing, while making comparisons with their Western 
European counterparts. Neugebauer also scrutinises 
the legal and informal changes in housing practices. 
A revival of mass housing on the urban fringes of 
growing cities, either as private investment or as 
national housing programmes is also noticeable. 
Golubchikov and Makhrova describe housing pro-
cesses in exurban areas: previous urban-sprawl in 
Soviet and early post-Soviet times by dachas (second 
home for non-permanent use), and more recently, 
often at the site of these dacha areas, by kottedzhi 
(cottages, villas), or even by gated, elite settlements. 
At the same time, city edges are also characterised 
by newly-built mass housing, giving home to less 
well-off families, and even the informal settlements of 
migrants are present. As a result, “the periphery has 
also emerged as a territory where social inequality is 
spatially most visible” (p. 178). 

The third chapter addresses urban economic trans-
formation, primarily the change in the institutional 
environment (transition to market economy) and the 
structural shift due to the growing importance of the 
service sector and consumer goods industry, and their 
impact on urban structure. Kuznetsov, Chetverikova 
and Baronina give evidence in their study that de-
industrialisation is not an overarching tendency in 
the post-Soviet space, and there are some successful 
examples of industrial modernisation in metallurgy 

and car production. These developments are financed 
either from state investments or from private capital, 
which often means foreign, especially Asian, direct 
investments. Some of the monotowns were effectively 
turned into naukograds, science cities – again, with the 
help of state subsidy. However, in (mono)cities where 
unsuccessful industries are present (e.g. agricultural 
machinery, civil electronics), social problems are not 
analysed. Axenov discusses the retail evolution in the 
post-Soviet urban space, first the flood of kiosks and 
ground floor capitalism (see also Tosics, I. 2006), and 
later on the more regulated, but at the same time also 
more exclusionary and exclusive shopping centres. 
These commercial space developments are responses 
to the insufficient supply during the Soviet era and to 
the high demand in post-Soviet times. Moreover, petty 
vending as source of (additional) income was and still 
is a response to the impoverishment of the population. 
Turgel and Vlasova give examples in their contribu-
tion to tertiarisation in the cityscape, based on experi-
ences from Yekaterinburg and its region. The restruc-
turing of the economy affected both inner city areas 
and the urban edge. The function of buildings has 
changed, former industrial headquarters have been 
turned into banks, offices, or commercial buildings. 
Retail suburbanisation took place especially through 
international retail chains. 

In the final, fourth chapter, cities are studied as 
“material stage to display and means to negotiate 
societal diversity and conflicts“ (p. 234). Its essays 
deal with micro-scale urbanity; social and cultural as-
pects are considered. The study by Rekhviashvili and 
Neugebauer focuses on the use of urban public space. 
On the one hand, citizens use urban public space as 
a stage for (pro or contra) protests, and they use it in 
their everyday life, in the routines and practices they 
have partly inherited from pre-Soviet or Soviet times. 
On the other hand, the state utilises urban public 
space to foster nation building, which might also be 
a form of how political power is still being projected 
on urban space. Materialised forms of nation build-
ing and memory policy are the main topics of the 
contribution by Kinossian. In former Soviet member 
states built Soviet legacies, architecture, and monu-
mental art have been handled in various ways in the 
post-Soviet period. In some places they have been 
destroyed or removed (e.g. in Ukraine, Azerbaijan), 
while elsewhere they remained untouched. They 
are either intentionally kept in the absence of other 
unifying symbols (Russia), or are simply neglected 
(for the Central and Eastern European context see 
Czepczyński, M. 2008). In addition, built heritage 
from pre-Soviet times in historic cities is in danger of 
economic transformation and marketisation. 

The cultural landscape “has become a battlefield 
of preservation values and interests of profit extrac-
tion” (p. 262). This phenomenon, profit maximisa-
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tion, is also explained by Appenzeller in the section 
“Urban planning and governance”. He argues for 
“engaging citizens more actively and reducing the 
hierarchical system that is vulnerable to corruption 
and all too easily hijacked by the political or economic 
ambition of individuals” (p. 273). Western European 
planning tools, however, can only be adapted to post-
Soviet countries to a lesser extent. Low civil activ-
ity, especially towards urban issues, and the weak 
institutionalisation of civil society are discussed by 
Mezentsev, Neugebauer and Mezentseva as well. 
These shortcomings and a “disbelief in any effective-
ness of public activism” (p. 276) (similarly to Hirt’s 
notion of ‘privatism’, Hirt, S. 2012) are claimed to be 
the heritage of Soviet times. Nonetheless, proactive 
and counteractive activities are present in post-Soviet 
cities too. Counteractive activities are aimed mainly 
at the protection of built heritage, memorials, public 
and green spaces, and at opposition to demolition 
and new construction.

Based on these studies, it is striking how the role 
of state is constantly changing in urban planning and 
development, and, consequently, in terms of its influ-
ence on living and residential forms as well. During 
the Soviet-era, as urbanisation had key relevance, 
planning extended even to the organisation of eve-
ryday life, for instance in the ‘Socgoroda’, which were 
laboratories “for socialism’s ideal interaction between 
working, living, and recreating” (p. 219). At the dawn 
of the post-Soviet era, the “almost lawless environ-
ment” (p. 183) could not prevent the “violation with 
existing plans, norms and heritage” (p. 87). Later 
on, the state regained its role in both regulation and 
investment, supporting, among other things, social 
housing, the modernisation of heavy industry, and 
the conversion of some monotowns into science cities.   

It should be noted that although the book was not 
intended to give a comprehensive overview, the cases 
of Russian (large) cities are well stressed (especially 
in Chapter 4) through the examples selected by the 
authors. Instances from other ex-Soviet states are 
less numerous and are generally limited to capital 
cities. However, the images and short texts provide 
a broader view. Notwithstanding, extending research 
to small and medium-size cities would still be desir-
able in post-Socialist urban science (Borén, T. and 
Gentile, M. 2007).

The current volume, as a medium for raising 
awareness, is informative and manages to give an 
insight into the diversity of post-Soviet cities. From a 
scientific point of view, especially valuable are some 
of the highlighted aspects, which could be further 
used in research: the abandonment of the transitologi-
cal focus and the consideration of social and cultural 
aspects. These are mentioned in the book in connec-
tion with studying infrastructure (p. 60) and housing 
(p. 72), but they are applicable in more general terms 

as well. All in all, the volume fulfils its purpose and 
indeed offers an intriguing starting point for further 
exploration. 

Orsolya Eszenyi1
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Widawski, K. and Wyrzykowski, J. (eds.): The Geography of Tourism of Central and Eastern European 

Countries. Second edition. Cham, Springer, 2017. 551 p.

Stephen Williams underlined the importance of 
the geography of tourism in 1998 with the following 
initial sentences in his book “Tourism Geography”: 
“Thirty years ago, the inclusion of a book on tour-
ism within a series of introductory texts covering 
differing aspects of human geography would have 
been an unlikely event. Today, the exclusion of tour-
ism from the geography curriculum seems equally 
improbable.” (Williams, S. 1998. p. 1). Williams 
(1998) also emphasised that tourism is an essentially 
geographical phenomenon since it deals with sub-
jects like the spatial distribution of tourism, tourism 
impacts, tourism planning and spatial modelling 
of tourism development. Hence, since the dawn of 
the 2000s we can state that the role of geography in 
tourism studies is widely accepted and inevitable. 

Academic works on tourism geography date back 
to 1976, when Harry Robinson published his book “A 
geography of tourism”. Considering the geography of 
tourism as general topic, the most essential piece of lit-
erature coming to my mind is the book of C. Michael 

Hall and Stephen J. Page entitled “The Geography 
of Tourism and Recreation: Environment, Place and 
Space” (the first edition was published in 1999 and 
the fourth in 2014). In my view the second most im-
portant volume is “Tourism Geography” by Stephen 
Williams in 1998, which I already referred to in the 
last section. Concerning the discussion of the theoreti-
cal background of the geography of tourism we can 
also refer to recently published volumes such as the 
book of Velvet Nelson (2017) (“An Introduction to 
the Geography of Tourism”) or the revised edition 
of Stephen Williams’s seminal work (“Tourism 
Geography: A New Synthesis”) (Williams, S. 2009).

There is also another sort of books highly relevant 
here, dealing with the geography of tourism from the 
regional perspective. I find important to highlight the 
works of Lew, C.M., Hall, C.M. and Timothy, D. 
(2008) “World Geography of Travel and Tourism: A 
Regional Approach” and Lew, A.A., Hall, C.M. and 
Timothy, D.J. (2011) “World Regional Geography: 
Human Mobilities, Tourism Destinations, Sustainable 
Environments”. In general, these books deal with the 
regional perspectives of tourism geography on the 
global scale. 

As far as I could revise international literature I 
was unable to find relevant volumes from prominent 
publishers which exclusively deal with the tourism 
geography of Central and Eastern Europe. So, from 
this perspective, I believe that the presently reviewed 
volume is a niche publication. 

The reviewed book primarily originates from the 
initiative of the Department of Regional Geography 
and Tourism at Wrocław University. From 1990 to 
2010 this institute regularly organised scientific meet-
ings for experts and professionals of tourism, in their 
words, “in order to exchange research experience in 
the scope of the development on international tour-
ism in Central and Eastern Europe” (p. vii). This 
initiative led by Jerzy Wyrzykowski resulted in 11 
scientific publications in the book series “Conditions 
for the foreign tourism development in Central and 
Eastern Europe” (p. vii) (the title was written incor-
rectly in the reviewed volume, using ‘the’ before the 
word ‘Central’). Issues of the series were released 
between 1992 and 2010, and finally, in 2012, the 
Department of Regional Geography and Tourism 
published a volume entitled “Geography of Tourism 
of Central and Eastern European Countries”. (The 
title of this volume was also mistyped in the reviewed 
book, as “Europe” instead of “European”, p. vii.)

The original 2012 volume was followed by an up-
dated edition in 2017, now including a chapter about 
Belarus as well. The second edition is the object of 
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my current book review. As the editors underline, 
the major scope of the volume has been limited to 
the post-socialist countries of the region. They jus-
tify this focus by that tourism industry in this region 
has experienced similar environment, development 
and progress in the past 60–70 years. According to 
the short description of the book at springer.com the 
volume “presents a comprehensive overview of the 
tourism market development in Central and Eastern 
European countries” (http://www.springer.com/us/
book/9783319422039).

The volume is divided into two introductory chap-
ters (“Introduction”; “The Output of International 
Scientific Conferences Entitled ‘The Conditions 
of Foreign Tourism Development in Central and 
Eastern Europe’ Organised by the Department of 
Regional Geography and Tourism at the University 
of Wrocław”), 13 chapters and an Erratum to the ge-
ography of tourism in Slovakia.

“Introduction” is followed by “The Output of 
International Scientific Conferences Entitled ‘The 
Conditions of Foreign Tourism Development in Central 
and Eastern Europe’ Organised by the Department of 
Regional Geography and Tourism at the University of 
Wroclaw” from page ix to page xv. This chapter pro-
vides a detailed description of the above mentioned 
international conferences, their scientific organisers, 
locations as well as the participants and their affilia-
tion. The primary aim of this chapter is to present the 
goals and objectives of the volumes which were pub-
lished upon the scientific conferences. While reading 
this chapter, my major concern was the use of English, 
since I strongly think that no language revision was 
provided for this part of the book. The text is informa-
tive and its meaning is clear, but it obviously was not 
reviewed by a professional or native speaker. 

Chapter 1 was written by two Polish authors from 
the University of Business in Wrocław, Janusz Marak 
and Jerzy Wyrzykowski. They discuss “The Position 
of Countries of Central and Eastern Europe on the 
International Tourism Market”. This chapter gives 
an overall analysis of 20 former socialist countries 
between 2005 and 2013/2014. After the introduction, 
the first subchapter deals with “Tourist potential”. 
Although one might think the demand side will be 
analysed here only, we receive information on the 
supply side as well. Since it deals with tourism in a 
complex approach maybe a title like “Overall tourism 
potential” would fit better here. The next subchap-
ter describes “The Current Extent of International 
Tourism”. My main concerns here are that the au-
thors refer twice to Wikipedia as data source (I would 
strongly advise not to refer to Wikipedia in a scien-
tific publication), and that the data could have been 
more recent, since we usually find 2014 data in a 2017 
publication. In the following parts of the chapter, too, 
there is almost no data from after 2013. The chapter 

finishes by analysing the “Current Role of Central 
and Eastern European Countries as the Source of 
International Tourist Traffic” and the “Balance of 
Receipts and Expenditure in International Tourism 
in Central and Eastern Europe”.

Chapter 2 by Ivan Pirozhnik (a Belarusian scientist 
from the Belarusian State University in Minsk) deals 
with the “Geography of Tourism of the Republic of 
Belarus”. The introduction gives a thorough and 
precise literature overview of the studies on history 
of tourism in Belarus. Thereafter, subchapters have 
the following sequence: “Natural Resource Potential 
and Trends in Tourism Development”; “Cultural 
and Historical Potential”; “Touristic Infrastructure 
and Level of Regional Development”; “Tourist Flows 
and Types of Tourism”; “Dynamics of Visitors and 
Organized International Tourist Flows”; “Tourist Flows 
in Accommodation Facilities and the Regional Intensity 
of the Tourist Development”; “The Main Forms and 
Types of Tourism; Tourist Regions of Belarus”.

The following chapters about the analysed coun-
tries basically follow the same sequence. However, 
the titles and topics of the subchapters are not the 
same for every country, which I find a bit confusing. 

The chapter is written from a professional point of 
view and in a very detailed, accurate and comprehen-
sive way. It is also illustrated with numerous photos 
and figures, which are excellent in both quality and 
content. My only concern with the text is related to 
language quality at some points and that the latest 
statistical data are from 2014. 

Chapter 3 from Robert Wiluś (University of Łódź) 
discusses the “Geography of Tourism in Bulgaria”. 
This chapter is also carefully written, detailed, and 
very precise, and is illustrated with photos and pre-
cisely edited figures. The latest data are from 2015, 
which is excellent, since usually we can find 2-year-
old data in general and national tourism statistics. 
Language quality, from my point of view, is very good. 

In Chapter 4, Armina Kapusta and Robert Wiluś 
(University of Łódź) investigate the “Geography of 
Tourism in Croatia”. This chapter is well focused and 
elaborated and provides at many points the most re-
cent data possible (2015), although a lot of 2014 data 
can also be found in the second part. Language qual-
ity from my point of view is excellent.

Chapter 5 was written by Jiří Vystoupil and 
Martin Šauer (Masaryk University, Brno) about the 
“Geography of Tourism in the Czech Republic”. The 
outstanding and acknowledged authors provide a 
much detailed, punctual and relevant analysis 
and describe the tourism geography of the Czech 
Republic in its complexity. Their chapter employs 
high quality photos as well as detailed figures and 
maps. Language quality is excellent. My only concern 
is that some of the data are from 2013, so they are not 
up-to-date. 
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Katalin Formádi, Péter Mayer and Erzsébet 
Pénzes (University of Pannonia, Veszprém, Hungary) 
investigate the “Geography of Tourism in Hungary” 
in Chapter 6. Their paper provides a thorough de-
scription of the topic, but I have some concerns about 
the content. The use of geographical names is improp-
er at some points (for example, the authors use “Little 
Plain” for Kisalföld and “Northern Mountains” for 
the North Hungarian Mountains) (pp. 193). I also 
wonder why such terms like “Hungarian Mountain 
Range” and “Limestone Mountains” (pp. 193) are in 
capitals when not used as proper nouns. In my view 
the overall language quality of the text is not suffi-
cient enough. Some subchapters lack any reference to 
academic works, they only employ tables and photos. 
As my greatest concern, the chapter predominantly 
uses data from 2010, whereas some of the data are 
from as early as 2007 and 2008, without any reference 
to more up-to-date statistics. (Examples for that are 
Table 6.1, 6.2 as well as Figure 6.3, 6.4 and 6.6; for the 
last one, there is no data source added, either). For 
statistical data, only the last subchapters have been 
revised for the second edition, employing 2016 data 
in the sections “Seasonality” and “Main Forms and 
Types of Tourism”. Some figures have a poor quality, 
whereas some sentences refer to data from 2010 and 
then to a figure presenting the case of 2016 (p. 214).

In Chapter 7, Algirdas Stanaitis and Saulius 
Stanaitis (Vilnius Pedagogical University) analyse 
“Lithuanian Tourism Geography”. This is a rela-
tively well written chapter giving a comprehensive 
overview of the tourism geography of the country, 
although I also found some critical areas. Basically 
all the figures of the chapter are supplied without 
sources. Tables are often not provided with the year 
of the data. The chapter deals with 2014 data which 
again could have been 2015. Subchapters from 7.5.2 
to 7.5.11 (characterisation of the most important 
tourism products of the country) have no sources or 
references. And finally, subchapter 7.5.2 is entitled 
‘Rural (Ecological) Tourism – A Promising Branch of 
Trade’. (I do not understand the subtitle, why ‘trade’ 
is used here.)

Chapter 8 investigates the “Geography of Tourism 
of Poland”. The authors, Magdalena Duda-Seifert, 
Krzysztof Widawski and Jerzy Wyrzykowski 
(University of Wrocław and the University of 
Business in Wrocław) give an in-depth introduction 
to the history of tourism geography as discipline in 
Poland. They highlight some information by putting 
them in italics or bold. It is a pity that this editing 
technique was used only occasionally in other parts 
of the book. The text is very detailed and covers all 
the important aspects of the geography of tourism 
in Poland. As minor weaknesses, Figure 8.1 and 8.2 
lack reference to data source, and some tables (Table 
8.3 and 8.7) rely on data from 2008 and 2009. I find 

interesting that Polish academic literature on tour-
ism uses the phrase “qualified tourism” for touristic 
activities that “require[s] having proper equipment 
and skills. It is an important and very accessible form 
of active leisure” (klasterturystyczny.pl). I have found 
this phrase only in Polish language literature. 

Chapter 9 was written by Alexandru Ilieş, Dorina 
Camelia Ilieş, Corina Tătar and Marin Ilieş 
(University of Oradea, Romania) about the “Geography 
of Tourism in Romania”. Their paper gives a complex 
and detailed description about the country. Yet, unfor-
tunately, most of the data are from 2014 or even 2012, 
which suggests that the chapter had not been revised 
properly for the 2017 edition. It is a pity that there is 
no reference to the cultural heritage and the touristic 
aspects of the minorities in Romania. Sometimes we 
can read about “ethnographic events” (p. 352), but 
without any further specific information. Some figures 
(maps) are stretched horizontally in the text (e.g. Fig. 
9.18 and 9.19). Terminology is unclear at some points, 
presumably for the lack of proofreading. I also miss 
some academic authors from the Hungarian minor-
ity in Romania, who deal with the country’s tourism 
geography (e.g. István Dombay, Alpár Horváth, Zsolt 
Magyari-Sáska).

Chapter 10 was written by Victoria Pogodina 
and Anna Matveevskaya (University of Economics 
and Management, St. Petersburg), who deal with 
the “Geography of Tourism of the European Part of 
Russia”. My opinion about this chapter is basically 
the same as about the earlier ones. The description, 
analysis and content are excellent, since the authors 
as local scientists have a very solid knowledge about 
the regional tourism geography of Russia. Still, the 
authors use some phrases (e.g. “entry and exit tour-
ist flows” (p. 380) and “popular types of tourism” (p. 
387)) which are not used in English language aca-
demic literature on tourism. Both the text and figures 
are based on data up to 2010, sometimes 2011, which 
is not up-to-date. 

Peter Čuka (Pedagogical University in Cracow, 
Poland) is the author of Chapter 11 on the 
“Geography of Tourism of Slovakia”. To this chapter 
an erratum was added at the end of the book, which 
clarifies some personal data of the author including 
his affiliation. In my view, the title of the subchapter 
“Cultural and Historical Preconditions for Tourism” 
does not exactly match the content, several important 
aspects and areas are missing (including historical 
background, the role of the Hungarian minority, the 
importance of towns beyond Bratislava and Košice). 
I have to emphasise, however, that these topics are 
discussed to some extent in other parts of the chapter. 
Some information is written in bold which technique 
is generally not used in the book, and some data are 
a bit outdated (for instance, the analysis at the begin-
ning of the chapter is based on statistics from 2009).
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Chapter 12 was written by Dejan Cigale and 
Anton Gosar (University of Ljubljana and University 
of Primorska). This chapter about the “Geography of 
Tourism of Slovenia” has excellent language, and the 
description and analysis of the tourism geography of 
Slovenia are outstanding. Yet, some legends are hard 
to figure out, and some figures are employed without 
reference to data source. The title at Table 12.4 con-
sists data up to 2008 but the table uses data until 2014. 
Unfortunately, Tables 12.2, 12.3 and 12.7 present 2008 
data only. In general, the latest data used was from 
2014, maybe it could have been 2015. 

Chapter 13 was written by Viktoriya Kiptenko, Olga 
Lyubitseva, Marta Malska, Mykhajlo Rutynskiy, 
Yuriy Zan’ko and Jurij Zinko (Ivan Franko National 
University of L’viv, Ukraine) about the “Geography 
of Tourism of Ukraine”. Semantics and grammar as 
well as the use of academic terminology are excellent, 
even if some minor mistakes can be found at Fig. 13.1 
and Table 13.1 to Table 13.7 (no information about 
source). The most up-to-date data in the text are from 
2014. Unfortunately, there is no information about the 
national minorities in Ukraine and their impact on 
tourism. 

My overall impression about the book is that it 
definitely fills a void in the regional tourism geogra-
phy literature due to its focus on Central and Eastern 
European countries. Such a comprehensive work, 
however, should pay more attention to adopting the 
same structure in every chapter, meeting high stand-
ards of academic language, and employing the most 
recent data possible. 

János Csapó1
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CHRONICLE

A few days before the Christmas of 2017 a sad news 
shocked the international community of geographers. 
Peter Meusburger, a distinguished senior professor 
at Heidelberg University in Germany, passed away 
on the 18th of December at the age of 75 to a tragic 
illness he had dealt with dignity. With his death the 
Hungarian community of geographers lost its emi-
nent supporter, the Hungarian Geographical Society 
its honorary member, Eötvös Loránd University in 
Budapest its honorary doctor, and our journal its 
advisory board member.

Peter Meusburger was born on 14th March 1942 in 
Lustenau, Austria, a small town in the federal state of 
Vorarlberg, on the border of Switzerland. He started 
his school-years in his hometown before attending 
the secondary grammar school in Bregenz. After one 
year of mandatory military service he went to the 
University of Innsbruck, where he studied Geography 
and English. In the first years, the focus of his academ-
ic interest was the human geography of his homeland. 
He investigated the Vorarlberg cross border commut-
ers in his PhD thesis, which he defended in 1968 with 
distinction. While keeping his commitment to science 
and working at the university as lecturer, his interest 
soon turned to the geography of education, which he 
began to scrutinise on the basis of a comprehensive 
survey of the Ministry of Education and Culture in 
Austria. This field of research became the central topic 
of his habilitation thesis in 1980, and also of his whole 
scientific work in the coming decades.

In 1982 Peter Meusburger was invited to Heidelberg 
University, where he received a professorship and 
was now responsible for managing the Institute 
of Geography. The new context and tasks soon re-
vealed his outstanding capacity of organising sci-
ence and creating innovative frameworks for schol-
arly work. He established the education geography 
specialty group of the German Society of Geography 
(“Deutsche Gesellschaft für Geographie, Arbeitskreis 
Bildungsgeographie”) in 1983, and launched the 
Heidelberg Geographical Society as founding presi-
dent two years later. Over the next decades he took 
considerable part of steering the institute, the faculty 
and also the whole university, the “Ruperto Carola”, 
as vice dean, dean, vice rector (1991–1993) and elected 
member of the Senate of the university (1999–2006).

Peter Meusburger made truly pioneering work in the 
renewal of German language geography and the im-
provement of its international network. His efforts were 

motivated not only by the experience he gained as guest 
lecturer and researcher in Oxford (1977), Paris (1979), 
Tokyo (1981), Beijing (1987) and Budapest (1988), but 
especially by his stay at Clark University (Worcester, 
USA) in 1993–1994, which regularly hosted leading 
scholars of the field for lectures and roundtable talks. In 
1997, Peter Meusburger launched the Hettner Lectures, 
a series of ten events until 2006, for which they invited 
leading personalities of Anglophone human geography 
to Heidelberg. In addition to regular lectures, roundta-
ble talks and informal discussions were inherent parts 
of these events, enabling young scholars and students 
to exchange ideas with great names of the field. In 2006 
he initiated a new project, the ”Knowledge and Space 
Symposia”, where outstanding experts making research 
on knowledge have been brought together from various 
countries and diverse academic fields in order to pro-
mote interdisciplinary academic communication. So far 
15 symposia have been held in Heidelberg.

In memoriam Peter Meusburger (1942–2017)
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Beyond organising innovative scientific events, 
Peter Meusburger made a great contribution to 
scientific work by opening up new domains of aca-
demic publishing and elaborating new publication 
forms. His seminal work on geography of education 
(“Bildungsgeographie”, Spektrum Verlag, 1998) set 
the framework for a whole discipline, and the vol-
umes of “Hettner Lectures” and “Knowledge and 
Space” became nodal points in the international 
landscape of scientific publications on geographies of 
knowledge. He was the main initiator and coordinator 
of the “Wissenschaftsatlas of Heidelberg University” 
(Verlag Bibliotheca Palatina, 2012, with German and 
Spanish editions in 2011 and 2014), which established 
a novel and truly geographical genre in the global 
research of education and knowledge.

The importance of these achievements is clearly 
reflected by the numerous prizes and awards Peter 
Meusburger received, including the Presidential 
Achievement Award of the American Association of 
Geographers in 2010 and several prizes in Germany 
and Austria. Several international journals and scien-
tific funds, including the Alexander von Humboldt 
Foundation and the German Research Foundation 
(DFG), and the council of the town of Heidelberg 
regularly relied on his advice and evaluations.

It is of utmost importance from the point of view 
of Hungarian geography that Peter Meusburger 
played a distinctive role from the 1980s onwards in 
fostering academic cooperation between German and 
Hungarian speaking geographers, which significantly 
contributed to the internationalisation of Hungarian 
geography in general. He regularly held lectures at 
academic events in Hungary, and brought hundreds 
of students to Hungary on his field trips. He gave the 
opportunity to a lot of Hungarian scholars to attend 
scientific visits, research projects and graduate stud-
ies in Heidelberg, and to publish internationally. At 
Heidelberg University he served for more than ten 
years (1998–2009) as the rector’s representative for the 
partnership with Eötvös Loránd University. 

Over these decades he played an eminent role in dis-
seminating geographical knowledge about Hungary 
in the international scientific domain. He published, 
both on his own and with German as well as Hungarian 
colleagues together, a number of works on the hu-
man geography of Hungary, including the volume 
“Transformations in Hungary” (Physica Verlag, 2001), 
which he co-edited with Heike Jöns. He and his col-
leagues were the first to describe and explain several 
trends of Hungary’s geography of labour and knowl-
edge based on Hungarian census data from 1980 and 
1990. He also was advisory board member of our 
journal. As an admiration for his outstanding efforts 
he was elected honorary member of the Hungarian 
Geographical Society and honorary doctor of Eötvös 
Loránd University in 2010, and received the Lóczy Lajos 
Prize, the highest rank award of the society, in 2015.

In addition to his diverse and invaluable aca-
demic achievements, it was his humane attitude, 
open-minded character and legendary helpfulness 
that became the true hallmark of Peter Meusburger 
in the eyes of his colleagues and disciples, including 
the 164 master students and 27 PhD students he su-
pervised, many of whom are prominent geographers 
now in various countries. Professor Meusburger, as 
we commonly called him in Hungary, belonged to 
those few scholars who, instead of “producing” “aca-
demic labour force”, created human communities and 
helped individuals in finding their own way as well 
as viable forms of cooperation with other people. He 
often mentioned that it is people who are doing sci-
ence. Many of us will never forget how he asked us 
to inform him about the exact time of our arrival in 
Heidelberg, so that he can take us by car from the 
railway station. The many times he not simply replied 
amazingly quickly to our e-mails in which we sent a 
new manuscript or asked him for a supporting let-
ter, but sent back a long list of wonderfully nuanced 
comments or a remarkably detailed recommendation 
along with some warm encouragement, as if all this 
generous support had been just natural. We will also 
remember the feeling we had so many times, that he 
paid special attention to all of us.

The scholarly work of Peter Meusburger was al-
ways permeated by honest curiosity, cheerfulness, 
and a fine sense of humour in the best Austrian tra-
ditions. He loved to point out by employing simple 
everyday examples the weaknesses and unrealistic 
features of self-important scientific concepts, or to 
reveal, with a content smile on his face, some errone-
ous assumptions behind widely accepted and taken 
for granted theories by presenting well elaborated 
results of in-depth studies. The impressive combi-
nation of purposefulness and peaceful harmony, a 
precise sense of reality and cheerful optimism, which 
were so unique to his personality, radiated from him 
to those in his environment. It was simply fun to be 
and work with him. The following sentence of him 
vividly lives in my mind: “Thanks God, nothing hap-
pens the way one plans.” This special wisdom, so 
characteristic to him, always made him see, instead 
of problems, enemies and hopelessness, wonderful 
new opportunities to learn, think, and work together 
with others.

The memorial service of Peter Meusburger took 
place in Heidelberg on 12th January 2018. We lost an 
excellent, internationally renowned scholar, a devot-
ed supporter of Hungarian geography, and, what is 
even more important, an extraordinarily great person 
with him. We will keep him in our memories and 
strive to forward to others all what he gave us.

Ferenc Gyuris
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Hungarian Geographical Bulletin (formerly Földrajzi 
Értesítő) is a double-blind peer-reviewed English-
language quarterly journal publishing open access 
original scientific works in the field of physical 
and human geography, methodology and analyses 
in geography, GIS, environmental assessment, re-
gional studies, geographical research in Hungary 
and Central Europe. In the regular and special issues 
also discussion papers, chronicles and book reviews 
can be published.

Manuscript requirements

We accept most word processing formats, but 
MSWord files are preferred. Submissions should 
be single spaced and use 12pt font, and any track 
changes must be removed. The paper completed with 
abstract, keywords, text, figures, tables and references 
should not exceed 6,000 words.

The Cover Page of the article should only include 
the following information: title; author names; a foot-
note with the affiliations, postal and e-mail addresses 
of the authors in the correct order; a list of 4 to 8 key-
words; any acknowledgements.

An abstract of up to 300 words must be included 
in the submitted manuscript. It should state briefly 
and clearly the purpose and setting of the research, 
methodological backgrounds, the principal findings 
and major conclusions.

Figures and tables

Submit each illustration as a separate file. Figures 
and tables should be referred in the text. Numbering 
of figures and tables should be consecutively in ac-
cordance with their appearance in the text. Lettering 
and sizing of original artwork should be uniform. 
Convert the images to TIF or JPEG with an appropri-
ate resolution: for colour or grayscale photographs 
or vector drawings (min. 300 dpi); bitmapped line 
drawings (min.1000 dpi); combinations bitmapped 
line/photographs (min. 500 dpi). Please do not supply 
files that are optimised for screen use (e.g., GIF, BMP, 
PICT, WPG). Size the illustrations close to the desired 
dimensions of the printed version. Be sparing in the 
use of tables and ensure that the data presented in 
tables do not duplicate results described elsewhere 
in the article.
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Reference style
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tals with initials) and year of publication. References 
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further sorted alphabetically if necessary. More than 
one reference from the same author(s) in the same 
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after the year of publication. 
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